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Abstract
Under aggressive miniaturization, unconventional digital
switches rapidly come to light, which introduce new sources of
variation in design parameters, and hence challenge the manu-
facturing process further. As a result, performance and power
of manufactured hardware becomes greatly unpredictable.
Characterizing variation-incurred unpredictability at early
stages of the design necessitates dependable architecture-level
models of variation, which distill device- and circuit-level
details to accurately evaluate system-level implications. In
this paper, we introduce a modular architecture-level model
of parametric variation to address this challenge. As a case
study, we refine our discussion to a representative class of
emerging thin-channel switches, FinFETs.

1. Introduction
Both, aggressive miniaturization and rapid introduction of un-
conventional materials and device architectures (which in turn
enables aggressive miniaturization) make the manufacturing
process of contemporary digital switches less controllable. At
the same time, device-level optimizations to facilitate robust
operation under aggressive miniaturization often require mod-
ification of the manufacturing process itself, which usually
gives rise to new sources of variation in process parameters. As
a result, deviation of device parameters from their nominal de-
sign specification becomes more likely, rendering performance
and power efficiency of manufactured hardware greatly un-
predictable. Unlocking the performance and power efficiency
benefits of emerging switches hence mandates characteriza-
tion of variation-incurred unpredictability across the system
stack. This necessitates dependable architecture-level mod-
els of variation to enable accurate evaluation of system-level
implications at early stages of the design.

The speed at which unconventional materials, device archi-
tectures and optimizations come to light can easily prohibit
the longevity of a tightly calibrated architecture-level model
of parametric variation. To overcome this challenge, we in-
troduce VARIUS-TC, a dependable model which decouples
architecture-level analysis from circuit- and device-level char-
acterization by careful abstraction. VARIUS-TC comprises
three modules which span device, circuit, and architecture lay-
ers of the system stack under process variation, respectively:
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• The device module encapsulates switch-level electrical char-
acteristics such as current-voltage profiles. Closed-form
formulae or look-up tables (LUT) can capture electrical
characteristics. LUTs can be particularly useful in analyzing
emerging devices where no known closed-form formulae
exist.

• The circuit module encompasses performance and power
characteristics at logic gate and memory cell granularity.
The output of the device module represents the input of the
circuit module.

• The architecture module derives the performance and power
characteristics at pipeline and (on-chip) memory block gran-
ularity. The output of the circuit module represents the input
of the architecture module.

By swapping corresponding variants of device and/or cir-
cuit modules, VARIUS-TC can keep track of architecture-level
implications of process variation as novel switches get discov-
ered. In this paper, we focus on a representative class of
emerging thin-channel switches, FinFETs, as a case study. In
the following, Section 2 provides the background; Sections 3
and 4 explain the parametric variation model; Sections 5 and 6
cover the evaluation and a representative use case of VARIUS-
TC; Section 7 compares and contrasts VARIUS-TC to related
work; and Section 8 concludes the paper.

2. Background
2.1. Thin-Channel Switches

 

(a)

Planar

SPECTRUM.IEEE.ORG NOVEMBER 2011   •   IEEE SPECTRUM   •   NA    53SPECTRUM.IEEE.ORG

In May, Intel announced the most dramatic change to the architecture of 

the transistor since the device was invented. The company will henceforth 

build its transistors in three dimensions, a shift that—if all goes well—should 

add at least a half dozen years to the life of Moore’s Law, the biennial doubling in 

transistor density that has driven the chip industry for decades. 

A second strategy turns the thin silicon channel by 
90 degrees, creating a “fin” that juts out of the plane of 
the device. The transistor gate is then draped over the top 
of the channel like an upside-down U, bracketing it on three 
sides and giving the gate almost complete control of the chan-
nel. While conventional CMOS devices are largely flat, save 
for a thin insulating layer and the gate, these FinFETs—
or Tri-Gate transistors, as Intel has named its three-sided 
devices—are decidedly 3-D. All the main components of the 
transistor—source, drain, channel, and gate—sit on top of the 
device’s substrate.

Both schemes offer the same basic advantage: By thin-
ning the channel, they bring the gate closer to the drain. 
When a transistor is off, the drain’s electric field can take 
one of two paths inside the channel to zero-voltage desti-
nations. It can propagate all the way across the channel to 
the source, or it can terminate at the transistor’s gate. If the 
field gets to the source, it can lower the energy barrier that 
keeps charge carriers in the source from entering the chan-
nel. But if the gate is close enough to the drain, it can act as 
a lightning rod, diverting field lines away from the source. 
This cuts down on leakage, and it also means that field lines 
don’t penetrate very far into the channel, dissipating even 
more energy by tugging on any stray carriers.

The f irst 3-D transistor was sketched out by Digh 
Hisamoto and others at Hitachi, who presented the design 
for a device dubbed a Delta at a conference in 1989. The 

in personal computing, the demand for faster microproces-
sors drove down transistor gate length faster than Dennard’s 
law called for. Shrinking transistors boosted speeds, but engi-
neers found that as they did so, they couldn’t reduce the volt-
age across the devices to improve power consumption. So 
much current was being lost when the transistor was off that 
a strong voltage—applied on the drain to pull charge carri-
ers through the channel—was needed to make sure the device 
switched as quickly as possible to avoid losing power in the 
switching process. 

By 2001, the leakage power was fast approaching the amount 
of power needed to switch a transistor out of its “off” state. This 
was a warning sign for the industry. The trend promised chips 
that would consume the same amount of energy regardless of 
whether they were in use or not. Chipmakers needed to find 
new ways to boost transistor density. In 2003, as the length of 
transistor channels dropped to 45 nanometers, Intel debuted 
chips bearing devices made with strain engineering. These 
transistors boasted silicon channels that had been physically 
squeezed or pulled to boost speed and reduce the power lost 
due to resistance. By the next “node”—industry lingo for a tran-
sistor density milestone—companies had stopped shrinking 
transistor dimensions and instead began just squeezing tran-
sistors closer together. And in 2007, Intel bought Moore’s Law 
a few more years by introducing the first big materials change, 
replacing the ever-thinning silicon oxide insulator that sits 
between a transistor’s gate and channel with hafnium oxide. 

This better-insulating material helped stanch a main 
source of leakage current—the tunneling of electrons between 
the gate and the channel. But leakage from the source to the 
drain was still a huge problem. As companies faced the pros-
pect of creating even denser chips with features approaching 
20 nm, it became increasingly clear that squeezing together 
traditional planar transistors or shrinking them even further 
would be impossible with existing technology. Swapping in a 
new insulator or adding more strain wouldn’t cut it. Driving 
down power consumption and saving Moore’s Law would 
require a fundamental change to transistor structure—a new 
design that could maximize the gate’s control over the channel.

F ortunately, over the course of more than 20 years 
of research, transistor designers have found two very 
powerful ways to boost the effectiveness of the transis-
tor gate. As the gate itself can’t get much stronger, these 
schemes focus on making the channel easier to control. 

One approach replaces the bulk silicon of a normal transistor 
with a thin layer of silicon built on an insulating layer, creating a 
device that is often called an ultrathin body silicon-on-insulator, 
or UTB SOI, also known as a fully depleted SOI. 

ELIMINATING EXCESS: In the next few years, traditional 
planar CMOS field-effect transistors [left] will be replaced 
by alternate architectures that boost the gate’s control 
of the channel. The UTB SOI [bottom left] replaces the 
bulk silicon channel with a thin layer of silicon mounted on 
insulator. The FinFET [bottom right] turns the transistor 
channel on its side and wraps the gate around three sides.
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UTB SOI’s roots extend even further back; they are a nat-
ural extension of early SOI channel research, which began 
in the 1980s when researchers started experimenting with 
transistors built with 200-nm thick, undoped silicon chan-
nels on insulating material. 

But the promise of both of these thin-channel approaches 
wasn’t fully appreciated until 1996, when Chenming Hu and 
his colleagues at the University of California, Berkeley, began 
an ambitious study, funded by the U.S. Defense Advanced 
Research Projects Agency, to see how far these designs could 
go. At the time, the industry was producing 250-nm transis-
tors, and no one knew whether the devices could be scaled 
below 100 nm. Hu’s team showed that the two alternate archi-
tectures could solve the power consumption problems of pla-
nar CMOS transistors and that they could operate with gate 
lengths of 20 nm—and later, even less.

The FinFET and the UTB SOI both offer big gains in 
power consumption. Logic chip designs typically require 
that a transistor in its on state draw at least 10 000 times as 
much current as the device leaks in its off state. For 30-nm 
 transistors—about the size that most chipmakers are currently 
aiming for—this design spec means devices should leak no 
more than a few nanoamperes of current when they’re off. 
While 30-nm planar CMOS devices leak about 50 times that 
amount, both thin-channel designs hit the target quite easily. 

But the two architectures aren’t entirely equal. To get 
the best performance, the channel of a UTB SOI should be 
no more than about one-fourth as thick as the length of the 
gate. Because a FinFET’s gate brackets the channel on three 
sides, the 3-D transistors can achieve the same level of con-
trol with a channel—or fin—that’s as much as half as thick 
as the length of the transistor gate. 

This bigger channel volume gives FinFETs a distinct advan-
tage when it comes to current-carrying capacity. The best R&D 
results suggest that a 25-nm FinFET can Continued on page 63
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the transistor since the device was invented. The company will henceforth 

build its transistors in three dimensions, a shift that—if all goes well—should 

add at least a half dozen years to the life of Moore’s Law, the biennial doubling in 

transistor density that has driven the chip industry for decades. 

A second strategy turns the thin silicon channel by 
90 degrees, creating a “fin” that juts out of the plane of 
the device. The transistor gate is then draped over the top 
of the channel like an upside-down U, bracketing it on three 
sides and giving the gate almost complete control of the chan-
nel. While conventional CMOS devices are largely flat, save 
for a thin insulating layer and the gate, these FinFETs—
or Tri-Gate transistors, as Intel has named its three-sided 
devices—are decidedly 3-D. All the main components of the 
transistor—source, drain, channel, and gate—sit on top of the 
device’s substrate.

Both schemes offer the same basic advantage: By thin-
ning the channel, they bring the gate closer to the drain. 
When a transistor is off, the drain’s electric field can take 
one of two paths inside the channel to zero-voltage desti-
nations. It can propagate all the way across the channel to 
the source, or it can terminate at the transistor’s gate. If the 
field gets to the source, it can lower the energy barrier that 
keeps charge carriers in the source from entering the chan-
nel. But if the gate is close enough to the drain, it can act as 
a lightning rod, diverting field lines away from the source. 
This cuts down on leakage, and it also means that field lines 
don’t penetrate very far into the channel, dissipating even 
more energy by tugging on any stray carriers.

The f irst 3-D transistor was sketched out by Digh 
Hisamoto and others at Hitachi, who presented the design 
for a device dubbed a Delta at a conference in 1989. The 

in personal computing, the demand for faster microproces-
sors drove down transistor gate length faster than Dennard’s 
law called for. Shrinking transistors boosted speeds, but engi-
neers found that as they did so, they couldn’t reduce the volt-
age across the devices to improve power consumption. So 
much current was being lost when the transistor was off that 
a strong voltage—applied on the drain to pull charge carri-
ers through the channel—was needed to make sure the device 
switched as quickly as possible to avoid losing power in the 
switching process. 

By 2001, the leakage power was fast approaching the amount 
of power needed to switch a transistor out of its “off” state. This 
was a warning sign for the industry. The trend promised chips 
that would consume the same amount of energy regardless of 
whether they were in use or not. Chipmakers needed to find 
new ways to boost transistor density. In 2003, as the length of 
transistor channels dropped to 45 nanometers, Intel debuted 
chips bearing devices made with strain engineering. These 
transistors boasted silicon channels that had been physically 
squeezed or pulled to boost speed and reduce the power lost 
due to resistance. By the next “node”—industry lingo for a tran-
sistor density milestone—companies had stopped shrinking 
transistor dimensions and instead began just squeezing tran-
sistors closer together. And in 2007, Intel bought Moore’s Law 
a few more years by introducing the first big materials change, 
replacing the ever-thinning silicon oxide insulator that sits 
between a transistor’s gate and channel with hafnium oxide. 

This better-insulating material helped stanch a main 
source of leakage current—the tunneling of electrons between 
the gate and the channel. But leakage from the source to the 
drain was still a huge problem. As companies faced the pros-
pect of creating even denser chips with features approaching 
20 nm, it became increasingly clear that squeezing together 
traditional planar transistors or shrinking them even further 
would be impossible with existing technology. Swapping in a 
new insulator or adding more strain wouldn’t cut it. Driving 
down power consumption and saving Moore’s Law would 
require a fundamental change to transistor structure—a new 
design that could maximize the gate’s control over the channel.

F ortunately, over the course of more than 20 years 
of research, transistor designers have found two very 
powerful ways to boost the effectiveness of the transis-
tor gate. As the gate itself can’t get much stronger, these 
schemes focus on making the channel easier to control. 

One approach replaces the bulk silicon of a normal transistor 
with a thin layer of silicon built on an insulating layer, creating a 
device that is often called an ultrathin body silicon-on-insulator, 
or UTB SOI, also known as a fully depleted SOI. 

ELIMINATING EXCESS: In the next few years, traditional 
planar CMOS field-effect transistors [left] will be replaced 
by alternate architectures that boost the gate’s control 
of the channel. The UTB SOI [bottom left] replaces the 
bulk silicon channel with a thin layer of silicon mounted on 
insulator. The FinFET [bottom right] turns the transistor 
channel on its side and wraps the gate around three sides.
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UTB SOI’s roots extend even further back; they are a nat-
ural extension of early SOI channel research, which began 
in the 1980s when researchers started experimenting with 
transistors built with 200-nm thick, undoped silicon chan-
nels on insulating material. 

But the promise of both of these thin-channel approaches 
wasn’t fully appreciated until 1996, when Chenming Hu and 
his colleagues at the University of California, Berkeley, began 
an ambitious study, funded by the U.S. Defense Advanced 
Research Projects Agency, to see how far these designs could 
go. At the time, the industry was producing 250-nm transis-
tors, and no one knew whether the devices could be scaled 
below 100 nm. Hu’s team showed that the two alternate archi-
tectures could solve the power consumption problems of pla-
nar CMOS transistors and that they could operate with gate 
lengths of 20 nm—and later, even less.

The FinFET and the UTB SOI both offer big gains in 
power consumption. Logic chip designs typically require 
that a transistor in its on state draw at least 10 000 times as 
much current as the device leaks in its off state. For 30-nm 
 transistors—about the size that most chipmakers are currently 
aiming for—this design spec means devices should leak no 
more than a few nanoamperes of current when they’re off. 
While 30-nm planar CMOS devices leak about 50 times that 
amount, both thin-channel designs hit the target quite easily. 

But the two architectures aren’t entirely equal. To get 
the best performance, the channel of a UTB SOI should be 
no more than about one-fourth as thick as the length of the 
gate. Because a FinFET’s gate brackets the channel on three 
sides, the 3-D transistors can achieve the same level of con-
trol with a channel—or fin—that’s as much as half as thick 
as the length of the transistor gate. 

This bigger channel volume gives FinFETs a distinct advan-
tage when it comes to current-carrying capacity. The best R&D 
results suggest that a 25-nm FinFET can Continued on page 63
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In May, Intel announced the most dramatic change to the architecture of 

the transistor since the device was invented. The company will henceforth 

build its transistors in three dimensions, a shift that—if all goes well—should 

add at least a half dozen years to the life of Moore’s Law, the biennial doubling in 

transistor density that has driven the chip industry for decades. 

A second strategy turns the thin silicon channel by 
90 degrees, creating a “fin” that juts out of the plane of 
the device. The transistor gate is then draped over the top 
of the channel like an upside-down U, bracketing it on three 
sides and giving the gate almost complete control of the chan-
nel. While conventional CMOS devices are largely flat, save 
for a thin insulating layer and the gate, these FinFETs—
or Tri-Gate transistors, as Intel has named its three-sided 
devices—are decidedly 3-D. All the main components of the 
transistor—source, drain, channel, and gate—sit on top of the 
device’s substrate.

Both schemes offer the same basic advantage: By thin-
ning the channel, they bring the gate closer to the drain. 
When a transistor is off, the drain’s electric field can take 
one of two paths inside the channel to zero-voltage desti-
nations. It can propagate all the way across the channel to 
the source, or it can terminate at the transistor’s gate. If the 
field gets to the source, it can lower the energy barrier that 
keeps charge carriers in the source from entering the chan-
nel. But if the gate is close enough to the drain, it can act as 
a lightning rod, diverting field lines away from the source. 
This cuts down on leakage, and it also means that field lines 
don’t penetrate very far into the channel, dissipating even 
more energy by tugging on any stray carriers.

The f irst 3-D transistor was sketched out by Digh 
Hisamoto and others at Hitachi, who presented the design 
for a device dubbed a Delta at a conference in 1989. The 

in personal computing, the demand for faster microproces-
sors drove down transistor gate length faster than Dennard’s 
law called for. Shrinking transistors boosted speeds, but engi-
neers found that as they did so, they couldn’t reduce the volt-
age across the devices to improve power consumption. So 
much current was being lost when the transistor was off that 
a strong voltage—applied on the drain to pull charge carri-
ers through the channel—was needed to make sure the device 
switched as quickly as possible to avoid losing power in the 
switching process. 

By 2001, the leakage power was fast approaching the amount 
of power needed to switch a transistor out of its “off” state. This 
was a warning sign for the industry. The trend promised chips 
that would consume the same amount of energy regardless of 
whether they were in use or not. Chipmakers needed to find 
new ways to boost transistor density. In 2003, as the length of 
transistor channels dropped to 45 nanometers, Intel debuted 
chips bearing devices made with strain engineering. These 
transistors boasted silicon channels that had been physically 
squeezed or pulled to boost speed and reduce the power lost 
due to resistance. By the next “node”—industry lingo for a tran-
sistor density milestone—companies had stopped shrinking 
transistor dimensions and instead began just squeezing tran-
sistors closer together. And in 2007, Intel bought Moore’s Law 
a few more years by introducing the first big materials change, 
replacing the ever-thinning silicon oxide insulator that sits 
between a transistor’s gate and channel with hafnium oxide. 

This better-insulating material helped stanch a main 
source of leakage current—the tunneling of electrons between 
the gate and the channel. But leakage from the source to the 
drain was still a huge problem. As companies faced the pros-
pect of creating even denser chips with features approaching 
20 nm, it became increasingly clear that squeezing together 
traditional planar transistors or shrinking them even further 
would be impossible with existing technology. Swapping in a 
new insulator or adding more strain wouldn’t cut it. Driving 
down power consumption and saving Moore’s Law would 
require a fundamental change to transistor structure—a new 
design that could maximize the gate’s control over the channel.

F ortunately, over the course of more than 20 years 
of research, transistor designers have found two very 
powerful ways to boost the effectiveness of the transis-
tor gate. As the gate itself can’t get much stronger, these 
schemes focus on making the channel easier to control. 

One approach replaces the bulk silicon of a normal transistor 
with a thin layer of silicon built on an insulating layer, creating a 
device that is often called an ultrathin body silicon-on-insulator, 
or UTB SOI, also known as a fully depleted SOI. 

ELIMINATING EXCESS: In the next few years, traditional 
planar CMOS field-effect transistors [left] will be replaced 
by alternate architectures that boost the gate’s control 
of the channel. The UTB SOI [bottom left] replaces the 
bulk silicon channel with a thin layer of silicon mounted on 
insulator. The FinFET [bottom right] turns the transistor 
channel on its side and wraps the gate around three sides.
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UTB SOI’s roots extend even further back; they are a nat-
ural extension of early SOI channel research, which began 
in the 1980s when researchers started experimenting with 
transistors built with 200-nm thick, undoped silicon chan-
nels on insulating material. 

But the promise of both of these thin-channel approaches 
wasn’t fully appreciated until 1996, when Chenming Hu and 
his colleagues at the University of California, Berkeley, began 
an ambitious study, funded by the U.S. Defense Advanced 
Research Projects Agency, to see how far these designs could 
go. At the time, the industry was producing 250-nm transis-
tors, and no one knew whether the devices could be scaled 
below 100 nm. Hu’s team showed that the two alternate archi-
tectures could solve the power consumption problems of pla-
nar CMOS transistors and that they could operate with gate 
lengths of 20 nm—and later, even less.

The FinFET and the UTB SOI both offer big gains in 
power consumption. Logic chip designs typically require 
that a transistor in its on state draw at least 10 000 times as 
much current as the device leaks in its off state. For 30-nm 
 transistors—about the size that most chipmakers are currently 
aiming for—this design spec means devices should leak no 
more than a few nanoamperes of current when they’re off. 
While 30-nm planar CMOS devices leak about 50 times that 
amount, both thin-channel designs hit the target quite easily. 

But the two architectures aren’t entirely equal. To get 
the best performance, the channel of a UTB SOI should be 
no more than about one-fourth as thick as the length of the 
gate. Because a FinFET’s gate brackets the channel on three 
sides, the 3-D transistors can achieve the same level of con-
trol with a channel—or fin—that’s as much as half as thick 
as the length of the transistor gate. 

This bigger channel volume gives FinFETs a distinct advan-
tage when it comes to current-carrying capacity. The best R&D 
results suggest that a 25-nm FinFET can Continued on page 63
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(c)

FinFET

TFin
HFin LFin

Channel Thickness

Figure 1: Planar vs. thin-channel switches. Adapted from [1].

The G(ate) of a classic digital switch controls the formation
of a conductive path – the channel – between the S(ource)
and D(rain) terminals, to turn on the switch. An ideal switch
prohibits current flow when turned off: Ion/Io f f ! •, where
Ion (Io f f ) corresponds to the current flow between S and D
when the switch is on (off). Under aggressive miniaturization



the distance between S and D becomes so small that G loses
control over the channel, resulting in a a non-negligible Io f f .
To prevent excessive growth of Io f f , G needs stronger control
over the channel. Two emerging classes of device architec-
tures, ultra-thin body silicon on insulator (UTB-SOI) and fin
field effect transistor (FinFET), achieve this by eliminating
excess silicon material between S and D, i.e., by making the
channel thinner [1]. Fig. 1 depicts the device architecture for
a classic old-school switch, a planar metal-oxide field effect
transistor (MOSFET) in (a); UTB-SOI in (b); and FinFET in
(c), with the channel thickness explicitly marked. Without loss
of generality, the rest of the paper is confined to FinFETs as
representative thin channel devices. FinFET switches have
their channel rotated by 90o with respect to the planar de-
sign, which results in a fin sticking out of the substrate plane
(Fig. 1(c)). The gate surrounds the fin for enhanced channel
control, which in turn prevents excessive Io f f .

2.2. Process Variation

Due to the stronger control of the gate over the channel, Fin-
FET features better performance and power characteristics
than planar MOSFET [8], however, the 3D structure (Fig. 1(c))
complicates the manufacturing process, and introduces new
sources of variation. The main challenge stems from the man-
ufacture of thin and uniform fins [1].

Die-to-die (D2D) variation in process parameters mainly
stems from systematic, i.e., strongly correlated, effects such as
lithographic aberrations. D2D variation causes similar changes
in the values of switch parameters across the die. Within die
variation (WID) in process parameters, on the other hand, can
be due both systematic and random (i.e., uncorrelated) effects
such as random dopant fluctuation. Each switch in the die
may have a different change in the value of each affected pa-
rameter due to WID variation. In the following, we focus on
the system-level impact of WID variation in FinFET parame-
ters. A global offset per die (for each affected parameter) can
capture D2D variation on top.

All geometric dimensions shown in Fig. 1(c) – fin thickness,
fin height, and channel length, i.e., TFin, HFin, and LFin – are
subject to variation, along with the oxide thickness, Tox, and
metal gate work function, Fg [13, 16, 10]. Variation in Fg
comes from the variation in the orientation of the gate metal
grains. The threshold voltage, Vth, strongly depends on fin
dimensions – all subject to variation [13], and governs both
performance and power. Variation in Vth degrades operating
speed by increasing the variance of the critical path distribu-
tion. Higher variance causes longer tails in the critical path
distribution, where the fastest and the slowest paths reside.
In the end, the slowest path determines the operating speed.
Moreover, variation in Vth induces a higher static power con-
sumption: for the same variation-induced D change in Vth,
switches with �D leak more than switches with +D save. The
variation in LFin, TFin, and Fg has the highest impact on per-
formance and (static) power [11, 10].

3. VARIUS-TC: Macroscopic View
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Figure 2: Overview of VARIUS-TC.

Parametric variation can easily degrade the operating speed
and increase the static power consumption significantly, hence
wipe out performance and power benefits of emerging switches
such as FinFET. Accordingly, accurate characterization of
variation-incurred unpredictability at early stages of the de-
sign is critical. Fig. 2 provides an overview of VARIUS-
TC, a modular, dependable architecture-level variation model.
VARIUS-TC features three basic modules which span device-,
circuit-, and architecture layers of the system stack. Inputs to
VARIUS-TC are the chip floorplan at functional block gran-
ularity and physical FinFET parameters for the respective
technology node.

3.1. Device Module

The device module encapsulates closed-form formulae or look-
up tables (LUT) to derive Ion and Io f f from (variation-afflicted)
physical FinFET parameters. As high-fidelity closed-form for-
mulae can easily become computationally expensive for an
architecture-level model, VARIUS-TC provides support for
LUTs. The index (i.e., input query) to the LUT is a vector com-
prising VDS (the drain-source voltage), VGS (the gate-source
voltage), Tox, Fg, TFin, HFin, and LFin, respectively. The drain-
source current IDS represents the LUT output. Depending on
the values of VGS and VDS, IDS may correspond to Ion or Io f f .
LUT Generation: Each row of the LUT corresponds to a
specific index vector < VDS,VGS,Tox,Fg,TFin,HFin,LFin > .
We sweep the value of Tox, Fg, TFin, HFin, and LFin over a
specific range, at a specific resolution. Both the range and the
resolution represent VARIUS-TC parameters which evolve as
a function of the anticipated (maximum) deviation of physical
FinFET parameters from their nominal values under varia-
tion. VDS, VGS values reflect anticipated operating voltages.
For each combination, a SPICE simulation generates the cor-
responding IDS by utilizing a technology model file (such as
Predictive Technology Model (PTM) [15, 18]) which tabulates
low-level FinFET parameters. Each such index vector along
with the corresponding IDS represents a row of the LUT. A
finer parametric resolution comes at the cost of increased stor-
age overhead. The LUT also considers different temperature
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values.
Generation of Systematic Variation Maps: In addition to
LUT generation, the device module is in charge of the prepa-
ration of systematic variation maps. Following [13, 10]
VARIUS-TC models the variation in Tox, Fg, TFin, HFin, and
LFin by separate Gaussian distributions, each characterized
by a different s/µ . The nominal values from the technology
model file represent the (expected value) µ . The (standard
deviation) s represents yet another VARIUS-TC parameter.
In order to capture within-die (WID) systematic variation, the
device module super-imposes a grid on the chip floorplan and
assigns to each grid point a sample from the Gaussian distri-
butions of Tox, Fg, TFin, HFin, and LFin, respectively. WID
variation of each parameter exhibits spatial correlation, which
VARIUS-TC captures by a spherical function: For each param-
eter subject to variation, the correlation between two switches
on die only depends on their Euclidean distance. The correla-
tion assumes its maximum value at distance zero, decreases
with increasing distance, and vanishes once the distance ex-
ceeds the correlation range, f . Similar to [17, 9], VARIUS-TC
captures random variation analytically: The circuit module
(Section 3.2) combines the systematic and random variation
in deriving gate- and (memory-)cell-level performance and
power characteristics under variation.

3.2. Circuit Module

The circuit module uses the outcome of the device module –
the LUT and systematic variation maps – in deriving gate- and
(memory-)cell-level performance and power characteristics
under variation. Systematic variation maps incorporate pro-
files for all, Tox, Fg, TFin, HFin, and LFin. The circuit module
extracts the vector < Tox,Fg,TFin,HFin,LFin > for each grid
point from the systematic variation map and uses this as the
query vector to retrieve the corresponding IDS from the LUT.
Next, the module plugs IDS, along with the query vector, into
the performance model derived from [14]. VARIUS-TC mim-
ics VARIUS(NTV) to factor in random variation analytically
in deriving both performance and power, and in calculating
the minimum safe operating voltage, VMIN , per memory cell,
under variation.

3.3. Architecture Module

Following VARIUS(NTV) methodology, the architecture mod-
ule uses the outcome of the circuit module (1) to extract the
critical path distribution within a pipeline stage or a memory
block; (2) to determine the minimum safe operating voltage of
each memory block, VMIN ; (3) to calculate the minimum safe
clock period, tMIN , at a given supply voltage Vdd ; and (4) to
report the probabilities of variation-induced logic and memory
(timing or stability) errors as a function of the operating point
(i.e., the clock period and supply voltage). A timing error in a
logic block emerges if variation-incurred slowdown prevents
safe operation at the designated clock period. Similarly, a tim-
ing error in a memory block emerges during a read or write, if

variation-incurred slowdown prevents completion of the read
or write within the designated time window. A stability error
is the case, if excessive leakage under variation corrupts the
memory content even if the memory is not accessed.

4. VARIUS-TC: Microscopic View
4.1. Capturing Variation in Logic Blocks

A vector of variation-afflicted physical FinFET parameters,
< Tox,Fg,TFin,HFin,LFin >, represents the query index to the
LUT (Sections 3.1, 3.2). VARIUS-TC always extracts the
LUT entry with the minimum difference to the query index.
After retrieving the respective (variation afflicted) Ion from the
LUT for a given variation profile, circuit module determines
the variation in gate delay from CIon/Vdd , where C represents
the equivalent load capacitance, and Vdd , the operating volt-
age. In this manner, VARIUS-TC implicitly considers Ion’s
dependence on Vth and temperature. C is mainly a function of
the floorplan and practically does not change with variation.

Using circuit module’s gate delay distributions, VARIUS-
TC’s architecture module determines the path delay distribu-
tion of the slowest pipeline stage under variation following
VARIUS(NTV) methodology [17, 9]. The path delay dis-
tribution under variation, DVar, dictates the maximum path
delay max(DVar) which in turn determines the minimum pos-
sible value of the clock period tCLK . The timing error rate
per cycle while operating at a given clock period tCLK be-
comes 1�cd fDVar(tCLK), where cd f represents the cumulative
distribution function. cd fDVar(tCLK) captures the cumulative
probability of path delays (in the respective pipeline stage) to
assume a lower value than tCLK . A timing error occurs iff any
path delay exceeds the designated clock period tCLK .

A pipeline stage encompasses many paths of different de-
lays. Even if there was no variation, there exist a specific
distribution of path delays, DLogic. Variation transforms this
distribution to DVarLogic:

DLogic = DGates +DWire

DWire = kW ⇥DLogic

DGates = (1� kW )⇥DLogic
(1)

DGates from Equation 1 corresponds to the delay of a sequence
of gates along a path modulo wires; DWire, to the wire delay,
were there no variation. VARIUS-TC neglects variation in
wire delay. The multiplier kW captures the share of wire delay
in DLogic.

Equation 2 gives the path delay distribution of a (purely
logic) pipeline stage under variation. DVarGates reflects
changes in DGates under variation considering both the system-
atic (DVarSysGates) and random (DVarRandGates) components:

DVarLogic = DVarGates +DWire

= DSysGates +DRandGates +DWire

DSysGates = kSys ⇥DGates = kSys ⇥ (1� kW )DLogic
(2)
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Under aggressive miniaturization, the footprint of a pipeline
stage becomes so small, that all of its paths fall within the
correlation distance f of systematic variation. Therefore, be-
ing highly correlated, parameters of all gates along a path in a
(purely logic) pipeline stage change practically in the same di-
rection by the same quantity. The coefficient kSys captures this
change due to systematic variation. The random component
does not exhibit any correlation, hence a similar coefficient
to kSys does not apply. VARIUS-TC derives the random com-
ponent by composing independent and identically distributed
gate delay distributions (under random variation) instead.

4.2. Capturing Variation in On-chip Memory Blocks

When compared to logic, on-chip memory blocks are more
susceptible to variation due to both the higher density (i.e.,
higher number of transistors per area) and smaller size transis-
tors. VARIUS-TC models the variation in a conventional
6T(ransistor) cell (Figure 3(a)) following VARIUS(NTV)
methodology [17, 9]. The cell consists of two inverters,
formed by PR-NR and PL-NL in a positive feedback loop,
and two access transistors, AXR and AXL. VR stores the cell’s
value and VL its complement. To read from or write to the cell,
word-line WL is driven high to connect the cell to the bit-lines
BL and BR. To read, the bit-lines are pre-charged to logic high.
To write, BR is pre-conditioned to the value to be written, and
BL, to its complement. In the following, we assume that VR=0
without loss of generality. Since the cell is symmetric, the
discussion applies directly to VR=1.

WL

BR

AXL AXR

NL NR

PL PR

(a)

BL

VL VR
AXL AXR

NL NR

PL PR

(b)

VL VR

NRD

Read BL(inverted)Read WL
AXRD

Write WL

Wr
it

e 
BL

Write BR

Figure 3: 6-T(ransistor) (a) and 8-T cell (b). VR and VL are the
voltages at nodes R and L, respectively.

If, during a read, the time needed to produce a voltage dif-
ference between the two bit-lines exceeds the period that WL
stays high, a timing error occurs. Variation-induced increases
in Vth of the discharge transistors, AXR and/or NR can trig-
ger timing errors during read, because the transistors become
slower. A timing error can also occur during a write, if the
write is unable to change the logic state of the target cell by
the end of the designated write duration. Variation-induced
shifts in the switching threshold of the PR/NR inverter and/or
PL becoming stronger than AXL under variation can trigger
such errors. Variation can also distort the logic value stored
in the cell due to excessive leakage of the transistors forming
the inverters, even if the cell is not being accessed: Variation-
induced shifts in Vth of the transistors forming the inverters,
which increase the leakage, trigger such stability errors.

VARIUS-TC supports the 8-T(ransistor) cell of Fig-
ure 3(b) [5], as well, which is optimized for low power opera-
tion. This cell is easier to design reliably because it decouples
the transistors used for reading from those used for writing
such that they can be optimized separately. Specifically, the
two additional transistors NRD and AXRD are only responsible
for reads, while the rest coordinates the writes exactly as in
the 6T cell.

For a cell storing 0 (VR = 0, VL = 1), a (non-redundant)
write completes once VL becomes logic 0. VL represents the
input to the inverter formed by transistors PR-NR, the output
of which determines VR. Therefore, as VL becomes logic 0,
this inverter forces VR to logic 1. Accordingly, to model write
timing errors, VARIUS-TC extracts DVarWriteCell , the time that
node L takes to reach the switching threshold (VSWITCH ) of the
PR-NR inverter – VSWITCH in this case corresponds to the max-
imum voltage to be interpreted as logic 0 by the inverter. In
doing this, the architecture module closely follows the method-
ology from [9]. The device and circuit modules, on the other
hand, deviate from [9] due to the utilization of the LUT for the
extraction of respective currents. After obtaining the proba-
bility distribution for DVarWriteCell , VARIUS-TC computes the
distribution of the maximum of DVarWriteCell over all the cells
in a line, DVarWriteLine. The probability

P[DVarWriteLine > tWRIT E ]

gives the probability of a write timing error, where tWRIT E is
the designated write duration.

Relaxing timing constraints (e.g., increasing the designated
clock period, tCLK) can help mitigate timing errors, however,
no such remedy applies to stability errors. For a cell storing
0 (VR = 0, VL = 1), at low Vdd , the voltage VL reduces by
construction. When the cell is not accessed, if VL reduces
enough – due to leakage through NL and AXL, to reach the
VSWITCH of the PR-NR inverter, the cell content can easily get
distorted. A stability error occurs when the leakage current
through the NL and AXL transistors in Figure 3(b) reduces VL
below the VSWITCH of the PR-NR inverter while the cell is not
being accessed. At that point, the cell’s state gets lost.

VARIUS-TC’s architecture module captures stability errors
following [9]; the key difference from [9] is the adoption of
the LUT by the device and circuit modules in calculating the
respective currents. VARIUS-TC calculates the stability error
probability per cell by

PCell,Err = P[VL(V dd)�VSWITCH(V dd)< 0].

If no redundant cells are available,

PLine,Err = 1� (1�PCell,Err)
line size

gives the corresponding error probability of a line, where
line size denotes the number of cells per line; and 1� (1�
PCell,Err)line size, the probability that at least one cell fails. The
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error probability per memory block becomes

PMem,Err = 1� (1�PLine,Err)
number o f lines

in this case, with number o f lines denoting the number of
lines in the respective memory block. VARIUS-TC can also
calculate the minimum allowable supply voltage to avoid such
errors: V ddMIN,Cell by solving

VL(V ddMIN,Cell) =VSWITCH(V ddMIN,Cell)

for voltage under variation, where VL(V ddMIN,Cell), and
VSWITCH(V ddMIN,Cell), respectively, denote the values of VL
and VSWITCH at Vdd = V ddMIN,Cell . VARIUS-TC calculates
V ddMIN,Line by max(V ddMIN,Cell).

4.3. Capturing Variation in Static Power

VARIUS-TC derives the static power distribution by integrat-
ing the static power distribution per switch under variation,
over all switches within the encapsulating logic or memory
block. Vdd ⇥ Io f f gives the per switch static power under
variation, with Vdd being the operating voltage; and Io f f , the
leakage current under variation as generated/fetched from the
LUT by the device/circuit modules.

5. Evaluation Setup
We evaluate VARIUS-TC for different FinFET technology
nodes from PTM, as listed in Table 1. As the baseline for
comparison, we deploy 16nm PTM high-performance (HP)
for planar MOSFET, where the nominal Vth, VthNOM is 0.48V,
and the nominal effective channel length, 16nm. We set s/µ
for cumulative variation to 5% which results in ⇡ 3.5% of sys-
tematic and random variation under equal share. We consider
three different levels of variation – low, medium, and high,
with the corresponding s/µ of FinFET parameters given in
Table 2. To generate systematic variation maps, we set the
correlation distance f to 0.1 [17, 9].

Table 1: FinFET technology nodes [15].
Parameter Unit PTM 10nm PTM 16nm PTM 20nm
LFin nm 14 20 24
TFin nm 8 12 15
HFin nm 21 26 28
Tox nm 12 13.5 14
fg eV 4.42 4.40 4.37
VNOM V 0.75 0.85 0.9

Table 2: Different levels of variation used in evaluation.
Parameter Low var. Medium var. High var.
LFin 3.5% 7% 10.5%
TFin 3.5% 7% 10.5%
fg 0.16% 0.32% 0.48%

We repeat each experiment for 100 dies, and report the
characteristics for the median die. The chip is organized

in 4⇥ 4 clusters (Figure 4). Each cluster has 4 in-order In-
tel Xeon Phi [7] like cores (each of 1GHz and with 32KB
L1 private instruction and data cache) and 2MB shared (4-
bank) L2 cache. We deploy 8T memory cells. The intra-
cluster interconnection network is a bus; the inter-cluster, a
2D torus. We deploy the microarchitectural simulator Sniper-
6.0 [3] integrated with the architectural power model Mc-
PAT [12] (scaled to 16nm) for running PARSEC-3.0 [2] ap-
plications using simsmall input with 64 threads. We ex-
periment with BS:blackscholes, BT:bodytrack, CN:canneal,
FR:ferret, FA:fluidanimate, SC:streamcluster, SW:swaptions,
and XX:x264.

Tile0 Tile1 Tile2 Tile3

Tile4 Tile5 Tile6 Tile7

Tile8 Tile9 Tile10 Tile11

Tile12 Tile13 Tile14 Tile15

(a) chip

Shared Memory

Core Logic 0 Core Logic 1

Core Logic 2 Core Logic 3

Core Mem 0 Core Mem 1

Core Mem 2 Core Mem 3

(b) tile

Figure 4: Floorplan of the evaluated manycore architecture.

6. Evaluation
6.1. FinFET vs. Planar MOSFET under Variation

We first characterize the WID variation in minimum safe op-
erating voltage, VMIN , and minimum safe clock period at the
nominal voltage, tMIN considering 16nm FinFET and 16nm
planar MOSFET based designs. VMIN represents the minimum
safe operating voltage for each memory block, which prac-
tically prevents the onset of stability errors under variation.
tMIN , on the other hand, is the minimum clock period at which
each core can safely operate (at the nominal supply voltage)
under variation. Operation at tMIN practically prevents the
onset of timing errors.

Fig. 5(a) depicts the kernel density estimate for VMIN ;
Fig. 5(b), for tMIN . Kernel density estimates correspond to
continuous histograms, with the area under the curve = 1. The
nominal supply voltage, VNOM is 0.85V for FinFET, and 0.7V
for planar MOSFET, respectively. We deploy the high vari-
ation profile from Table 2 for FinFET, and the low variation
equivalent (where variation in LFin corresponds to the varia-
tion in effective channel length) for planar MOSFET, to favor
the planar MOSFET based design.

Fig. 5(a) captures WID variation for VMIN across all memory
blocks on chip; Fig. 5(b), for tMIN across all cores. The x-
axis of Fig. 5(a) depicts the WID VMIN spread in Volts. We
observe that the FinFET based design outperforms its planar
counterpart: The planar MOSFET based design renders a
maximum VMIN of 0.59V; the FinFET based, of only 0.46V.
At the same time, the VMIN spread across die remains notably
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Figure 5: WID variation of FinFET vs. planar MOSFET.

larger for the planar case. This difference in the spread of the
distributions is even more pronounced for tMIN . In Fig. 5(b),
the x-axis is normalized to the nominal critical path delay,
tNOM , when operating at the nominal operating voltage, VNOM
(were there no variation). The planar MOSFET based design
renders a maximum normalized tMIN of 1.412; the FinFET
based, of only 1.035. Our results confirm previous studies
which report enhanced resilience of FinFET based designs to
variation [8].

6.2. Impact of Variation Level

We next analyze how WID variation in VMIN and tMIN changes
as a function of the variation in each critical physical FinFET
parameter (Section 2.2). As in Section 6.1, we use the 16nm
PTM FinFET. Fig. 6 captures the trend for the three different
variation profiles – low, medium, and high – from Table 2,
following the same format as Fig. 5. We observe that the
spread of both VMIN and tMIN distributions increase as the
level of variation increases, to give rise to longer tails. When
compared to VMIN , tMIN exhibits higher sensitivity to the level
of variation.
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Figure 6: Impact of different levels of WID variation.

6.3. Sensitivity Analysis

Sensitivity to Physical FinFET Parameters: The variation
in LFin, TFin, and Fg has the highest impact on power and
performance [11, 10]. Accordingly, we confine our sensitivity
analysis to these three parameters, and consider each in iso-
lation in Fig. 7. We experiment with the 16nm PTM FinFET
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Figure 7: Sensitivity to physical FinFET parameters.

under high variation (Table 2). In line with previous work [10],
we observe that for both, VMIN and tMIN variation, Fg repre-
sents the critical parameter. Fg predominantly delivers the
worst WID variation profiles, and its impact is higher on the
distribution of VMIN . The maximum value of VMIN becomes
0.29V under high variation for LFin (in isolation); 0.25V for
TFin (in isolation); and 0.42V for Fg (in isolation), respec-
tively. The maximum value of tMIN becomes 1.019 for LFin;
1.051 for TFin; and 1.108 for Fg, in isolation.
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Figure 8: Sensitivity of WID variation in VMIN (a) and tMIN (b)
to technology scaling, considering PTM model files
optimized for high performance (HP).

Sensitivity to Technology Scaling: Fig. 8 captures the sen-
sitivity to technology scaling, considering PTM FinFET at
20nm, 16nm, and 10nm under high variation (Table 2). We
observe that the impact of WID variation increases with tech-
nology scaling, for both, VMIN and tMIN , to render longer tails.
Our analysis so far covers PTM nodes optimized for H(igh)
P(erformance). PTM L(ow) P(ower) nodes render similar
trends, as shown in Fig. 9, when we repeat these experiments.

6.4. Impact on Static Power

Fig. 10 characterizes how chip-wide static power changes
when compared to the no-variation case, under three different
levels of variation (Table 2) for PTM HP FinFET at 16nm.
We observe that the static power increases notably, by 2.04⇥,
4.51⇥, and 9.52⇥, under low, medium, and high levels of
variation.
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6.5. An Example Use Case
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Figure 11: Area vs. power trade-off as a function of the oper-
ating voltage for PTM HP FinFET at 16nm.

Under contemporary technology scaling, one promising way
to cram more cores into the available power budget is reduc-
ing the operating voltage Vdd aggressively. If Vdd remains
slightly above the threshold voltage Vth, power consumption
can decrease by more than an order of magnitude [4, 6]. This
unconventional regime of operation, Near-Threshold Voltage
(NTV) Computing, enables more cores to operate simulta-
neously. Power savings increase with the proximity of the
near-threshold Vdd to Vth. Unfortunately, as Vdd reaches Vth,
not only degrades the (minimum) clock period tMIN , hence,
the (maximum) operating frequency f (µ 1/tMIN), but also,
resilience to variation weakens.

For embarrassingly parallel applications, we can avoid per-
formance degradation by distributing (the same) computation1

to more cores. While each core operates at the degraded f at
NTV, the execution time can still reduce due to the reduced
amount of work per core. At the same time, power savings
due to NTV operation exceed the power cost of more cores
participating in computation. This solution, however, is only
viable if the available chip area can accommodate the higher
number of active cores required to mask the f degradation at
NTV.

Fig. 11 captures the area overhead (y-axis) along with the
corresponding power consumption (x-axis) as a function of the
operating voltage, for the high (a) and low (b) variation pro-
files from Table 2, in compensating the f degradation at NTV
by distributing computation to more cores, for the benchmark
applications from Section 5. The axes are normalized, re-
spectively, to the area and power of the non-variation-afflicted
baseline operating at VNOM . For both profiles, the slowest of
the variation-afflicted cores determines the degraded operating
frequency f at any given operating voltage. Each shape cap-
tures a different voltage value, and each trendline, a different
benchmark application.

High variation renders a higher slowdown than low varia-
tion, hence demands more active cores (and incurs a higher
area overhead) to compensate for the degraded f . Accord-
ingly, the span of the y-axis is larger in Fig. 11(a). For each
profile, we consider three voltage points, uniformly sampled
from [VMIN ,VNOM] range. Due to the difference in the vari-
ation profiles, (chip-wide) VMIN values also differ between
Fig. 11(a) and (b), and so do the values of the voltage samples,
V1, V2, and V3 (in ascending order) 2. We deploy VARIUS-
TC (i) to extract VMIN ; (ii) to calculate the safe f and power
consumption at each voltage level.

Featuring the maximum power savings at minimum area
overhead, the bottom-left corner in Fig. 11 demarcates the
desirable operating region. The two horizontal lines show
boundaries for area overheads of 2⇥ and 1.33⇥, respectively.
For example, if the area overhead has to remain below 1.33⇥,
we cannot operate at VMIN – only V3 becomes feasible for both
of the variation profiles. On the other hand, if an area overhead
of up to 2⇥ is acceptable, we can lower the operating voltage
to V2 under high variation (Fig. 11(a)), and to V1 under low
variation (Fig. 11(b)). Even under low variation, operating at
VMIN incurs an area overhead of more than 3⇥. Similarly, we
can extract the maximum possible power savings at a given
area budget from Fig. 11.

7. Related Work
Most of the proposed variation models for FinFET do not
reach the architecture level [10, 13, 16]. Existing architecture-
level variation models such as VARIUS(NTV) [17, 9], on

1i.e., by keeping the problem size constant
2VNOM = 0.85V , V3 = 0.75V , V2 = 0.65V , V1 = 0.55V , and VMIN = 0.44V

in Fig. 11(a).
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the other hand, are tailored for planar MOSFET only. That
said, VARIUS-TC represents an extension of VARIUS(NTV)
to FinFET. A recent FinFET-based model, FinCANON [11]
reaches the architecture level, but focuses on the network on
chip and memory, rather than the processor logic. At the same
time, FinCANON does not feature any probabilistic model
to analyze major variation-triggered error modes, as opposed
to VARIUS-TC. Another model that reaches the architecture-
level is McPAT-PVT [19]. McPAT-PVT, as well, fails short
of providing statistical reliability analysis under variation, as
opposed to VARIUS-TC. On the other hand, both FinCANON
and McPAT-PVT feature modular macro-models derived from
TCAD-based device-level simulations, similar to VARIUS-
TC’s LUT.

8. Conclusion
Due to the enhanced control of the channel, emerging switches
such as FinFET can operate more power-efficiently than their
classic, planar counterparts. At the same time, they intro-
duce new sources of variation in process parameters, and
hence challenge the manufacturing process further. As a
result, performance and power of manufactured hardware
becomes greatly unpredictable, which can easily impair the
power efficiency potential. Unlocking the power efficiency
benefits of emerging switches hence mandates characteri-
zation of variation-incurred unpredictability across the sys-
tem stack at early stages of the design. This paper intro-
duces VARIUS-TC, a highly modular architecture-level model,
which serves the purpose. VARIUS-TC makes different types
of system-level studies under variation possible, including,
but not limited to: (1) extraction of a safe (i.e., practically
error-free) operating frequency and voltage; (2) generation
of critical path delay, power, and VMIN distributions; (3) cal-
culation of error probabilities for critical logic (timing) and
memory (timing and stability) error modes; and (4) design
space exploration. VARIUS-TC is available for download at
http://altai.ece.umn.edu/varius.
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