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Abstract—In this paper, we study two different ON-chip power delivery schemes, namely, fully integrated voltage regulator (FIVR) and low-dropout regulator (LDO), and analyze their effect on total system power under process variation, assuming a realistic dynamic voltage-frequency scaling (DVFS) system. The impact of different task scheduling algorithms on the overall system power was also analyzed. We find that in a hypothetical 256-core processor, under a per-core DVFS assumption, the FIVR-based power delivery consumes 20% less power than the LDO-based one for a 50% throughput. However, as the number of cores in the processor reduces, the difference in power consumption between the FIVR-based and LDO-based power delivery schemes becomes smaller. For example, in the case of a 16-core processor with per-core DVFS capability, FIVR-based design was found to consume about the same power as the LDO-based design.

Index Terms—Circuit simulation, dynamic voltage scaling, integrated circuit modeling, multicore processing, power dissipation, regulators, switching converters.

I. INTRODUCTION

POWER consumption of multicore processors can be reduced by individually controlling the supply voltage of each core based on the processor workload. A prerequisite of such a per-core dynamic voltage-frequency scaling (DVFS) scheme is the integration of voltage regulator modules into the processor die. Hence, the design of integrated voltage regulators has gained momentum over the past few years. Switching regulators that use on-die thick-metal inductors are not suitable for integration because of the low quality factor and large area overhead [1]. On the other hand, even with novel high density capacitor technology, switched-capacitor-based ON-chip dc–dc converters have shown to suffer from relatively low output power density, especially when the \( V_{\text{OUT}}/V_{\text{IN}} \) ratio deviates from the target [2]. Intel’s Haswell processors use air-core package inductors as the inductors of the switching regulators, and they integrate voltage regulator on-die [3]. This kind of switching regulators, which use package inductors in lieu of off-chip inductors, is termed fully integrated voltage regulators (FIVR). Similarly, IBM introduced a distributed low-dropout regulator (LDO) for controlling supply voltage on a per-core basis in its POWER8 processor [4]. With various state-of-the-art ON-chip power delivery solutions reported thus far, it remains to be seen whether switching regulators or linear regulators will result in lower overall system-level power consumption. In this paper, we compare the power consumption of a multicore system with either FIVR or LDO as the ON-chip power delivery unit, while considering different core count, power domain count, scheduling algorithm, and process variation.

In order to estimate power savings, it is important to take power loss of the voltage regulators into account. Several previous works have attempted to evaluate power/energy benefits of ON-chip voltage regulators. For instance, [5] discusses that workload-aware voltage regulator designs can result in system-level energy saving. Reference [6] presents a dynamic reconfiguration of networks that connect voltage regulators to the cores, resulting in system-wide energy saving. Reference [7] shows that per-core DVFS using the ON-chip voltage regulation scheme can provide significant system energy reduction. With this knowledge, it becomes necessary to find out which of the ON-chip power delivery solutions would result in maximum reduction in system energy/power.

In this paper, we do not present a new circuit-level power delivery solution, nor do we aim to put forward a CAD methodology for efficient power delivery. We rather explore the power-performance design space of a many-core processor system, when the processors are powered by different types of voltage regulators. The choice of FIVR and LDO as the ON-chip power regulator in our power-performance exploration study was obvious, given that they are the current state of the art and are being used by industry leaders as the ON-chip power delivery units. Performance metric for this paper has been assumed to be normalized throughput, 
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which we define as the ratio of the average throughput and the maximum possible throughput of the system. Since server applications are generally limited by throughput, it makes sense to use throughput as the performance parameter in our power-performance analysis of a many-core processor designed for server applications.

The contribution of this paper is twofold. First, it presents a systematic framework to compute system power consumption of a many-core processor by incorporating power dissipated in the cores, voltage regulators, and power grids for various workload profiles. Second and most importantly, it compares two state-of-the-art power delivery solutions (FIVR-based and LDO-based) from a system perspective. If there are more cores than the number of ON-chip regulators, then a number of cores have to share the same power domain. In this scenario, total system power consumption is minimized when the cores with equal supply voltage requirement are grouped in the same power domain. However, such homogeneous grouping of cores may not always be possible due to limitations in scheduling algorithms, and furthermore, it will result in an overly optimistic estimate in terms of total system power consumption. Hence, our initial analysis assumes that both homogeneous and inhomogeneous grouping of cores are equally probable, and we perform a Monte Carlo analysis to find out the range of power consumptions of FIVR-based and LDO-based power delivery techniques. Later, we show results based on a minimum power scheduler, which assigns cores to different power domains in a homogeneous fashion.

II. EFFICIENCY MODELS OF SWITCHING REGULATORS AND LDO

Switching voltage regulators are integral components of power delivery systems. Traditional OFF-chip buck converters typically down convert OFF-chip supply voltage to logic voltage to be used by microprocessor cores. In this paper, in order to support DVFS on a cluster of cores, one more level of voltage conversion has been assumed to take place ON-chip, between OFF-chip buck converter and microprocessor cores. We assume that this ON-chip power delivery module can be either FIVR or LDO.

A. Overview of FIVR

FIVR is a synchronous buck converter built ON-chip. It can have up to 16 phases. In order to keep filter passives small, FIVR has to be operated at relatively high frequencies (e.g., 140 MHz according to [3]). Cascode nMOS and pMOS are used as the power switches of this switching regulator. Built in 22-nm Intel’s logic process, these switches can handle an input voltage of 1.8 V and are distributed across the die. They are placed right above the connections of the package inductors in order to minimize routing cost. Because of the close proximity of the regulator and the circuits, extra bumps can be placed on the circuit, and routing can be done using a thick metal layer, which effectively increases power density provided by FIVR. Bottom of the package and the die of Intel’s Haswell processors along with FIVR inductors have been shown in Fig. 1 (top). Very fast voltage ramp times of the order of submicroseconds can be achieved using an FIVR-based DVFS system, as shown in Fig. 1 (bottom). FIVR inductors have an air core and, hence, are nonmagnetic. A 3-D view of the FIVR inductor with two phases has been shown in Fig. 2. For decoupling purpose, ON-chip metal–insulator–metal (MIM) capacitors and package ceramic capacitors are used. MIM capacitors provide decoupling from output rail and show good transient characteristics. On the other hand, both package ceramic capacitors and ON-chip MIM capacitors are used to provide decoupling from the input rail.

B. Switching Voltage Regulator Model

Schematic of a generic step-down switching voltage regulator, which can be an OFF-chip buck converter or an ON-chip FIVR, is shown in Fig. 3. It consists of MOSFET
modulated (PFM) controller to generate precise turn-ON and turn-OFF timings of the upper/lower switching MOSFETs, Q1 and Q2. The voltage at the output node of the MOSFETs then drives a low-pass filter formed by L and C.

Fig. 4 shows the current waveforms of the switching converter through Q1, Q2, and L along with voltage at node S. Q1 is ON for a time D × T during which Q2 should be OFF, in which T is the time period of the clock generated by the timing control unit, and D is the duty cycle of the clock. Q2 is kept ON for the remaining of the time period, which is (1-D) × T. From the current waveforms shown in Fig. 4, we can see that IOUT is the average output current and ΔIOUT is the inductor current ripple. The rms values of IL, IQ1, and IQ2 can be written as

\[ I_{L,\text{rms}} = \left( I_{Q1,\text{rms}}^2 + (\Delta I_{Q1,\text{rms}}/12)^2 \right)^{1/2}, \]

\[ IQ1,\text{rms} = ((V_{\text{IN}}/V_{\text{OUT}}) \cdot (I_{Q2,\text{rms}}^2 + (\Delta I_{Q2,\text{rms}}/12)^2))^{1/2}, \]

\[ IQ2,\text{rms} = ((1 - (V_{\text{OUT}}/V_{\text{IN}})) \cdot (I_{Q2,\text{rms}}^2 + (\Delta I_{Q2,\text{rms}}/12)^2))^{1/2}, \]

Hence, the conduction losses in the switches Q1 (PCOND.Q1) and Q2 (PCOND.Q2), and in the parasitic resistance of the inductor (PPAR.L) can be written as

\[ P_{\text{COND.Q1}} = I_{Q1,\text{rms}}^2 \cdot R_{\text{SW.Q1}}, \]

\[ P_{\text{COND.Q2}} = I_{Q2,\text{rms}}^2 \cdot R_{\text{SW.Q2}}, \]

\[ P_{\text{PAR.L}} = I_{L,\text{rms}}^2 \cdot R_{\text{PAR.L}}, \]

respectively, where RSW.Q1 and RSW.Q2 are the average on-resistances of switches Q1 and Q2, and RPAR.L is the inductor parasitic resistance. Apart from the conduction loss, another important loss component is the MOSFET gate drive loss, which can be given as

\[ P_{\text{GATE}} = C_{\text{GATE}} \cdot V_{\text{GATE}}^2 / f, \]

where CGATE is the total gate capacitance of Q1 and Q2. The final power loss component comes from control circuitry (PCTRL), which consists of an error amplifier, a compensation circuit, and a digital controller. Function of the control loop is to generate PFM or PWM control signals.

Power loss in the control loop can be represented as

\[ P_{\text{CTRL}} = V_{\text{IN}} \cdot I_{\text{sub}} + K_c \cdot V_{\text{IN}}^2 \cdot f, \]

where Isub is the static power loss in the control loop of the converter, Kc is proportional to the gate capacitance of the devices in the control loop, and f is the switching frequency of the converter. The power loss due to the quiescent current in the control loop. Absolute control loop power loss of the converter does not depend on converter size or load condition. In a per-core DVFS scenario, converter size will be much smaller compared with the case when the converter is delivering power to many cores. Hence, in terms of total power loss in the control loop of all converters, a per-core DVFS scheme will be worse.

FIVR model has been built assuming RPAR.L = 16 mΩ per phase, RSW.Q1 = 64 mΩ per phase, and RSW.Q2 = 48 mΩ per phase. We assume that when only one phase of a 16-phase FIVR is operating, FIVR can achieve an efficiency of 86% while delivering 0.5 A per phase at an output voltage VOUT = 1 V. Switching frequency of 140 MHz and 30% inductor current ripple has been assumed.

With these loss components taken into account, power efficiency (η) of a switching regulator can be written as shown at the bottom of this page, where η reaches a peak value for a certain load condition. Below that load current, efficiency suffers because of load-independent gate drive and control circuit loss, and above this load current efficiency drops due to excessive conduction loss. Efficiency versus load characteristics of an off-chip buck converter and an on-chip FIVR are shown in Fig. 5. An off-chip buck converter that sits on a motherboard can typically take 12 V from the power supply unit, and down convert it to the voltage level to be used by either the FIVR or LDO [9]. On the other hand, FIVR uses 1.8 V as input voltage and generates different voltage levels based on the requirement of the cores, to which the converter is delivering power [3], [8]. As the output voltage of the converter reduces at constant load current, converter efficiency reduces. It can be verified from Fig. 5.
In order to improve light load efficiency and reduce output voltage ripple, instead of building a single converter, smaller converter modules are built. Running these converter modules in a phase-interleaved fashion ensures smaller output ripple, and phase dropping at light load ensures improvement in light load efficiency. Typical efficiency versus $I_{OUT}$ characteristics of a 16-phase OFF-chip converter and a 16-phase FIVR are shown in Fig. 6 (left) and (right), respectively.

**C. LDO Model**

Block diagram of an LDO is shown in Fig. 7(a). An LDO has an n-type/p-type pass element, which generates a regulated output voltage ($V_{OUT}$) by dropping a portion of the input voltage ($V_{IN}$) across it. As $V_{IN}$ reduces, or load ($I_{OUT}$) increases, $V_{OUT}$ starts to drop and is sensed by the error amplifier. The error amplifier then generates a larger gate drive to regulate the output voltage. In order for the output to be regulated at a proper level, a minimum voltage, known as the dropout voltage of the regulator, has to be maintained across the pass gate. Efficiency of an LDO can be given as

$$\eta = \frac{V_{OUT} \cdot I_{OUT}}{V_{IN} \cdot (I_{OUT} + I_q)}$$

in which $I_q$ is quiescent current of the LDO circuitry [10]. As output voltage deviates further from the input voltage, loss in the pass element increases, and efficiency of the regulator reduces. Efficiency of an LDO is also limited by $I_q$. At light load condition, $I_q$ dominates over the load current, and hence, LDO efficiency drops at light load. Efficiency versus $I_{OUT}$ characteristics of the modeled LDO for a range of output voltages are shown in Fig. 7(b).

**D. Active Voltage Positioning**

In order to reduce the output ripple during voltage transients, regulation at the output of the converter is not made perfect by design [11]. At minimum load, $V_{OUT}$ is set at a slightly higher voltage than its nominal value. Regulation is done in such a way that at full-load condition, $V_{OUT}$ attains its nominal value. This technique is known as active voltage positioning (AVP) and is commonly used in voltage regulators in order to reduce transient microprocessor power at the expense of reduced output regulation. Simple waveforms in Fig. 8 show that AVP reduces the peak-to-peak output excursion. Although this paper concentrates on the steady-state power consumption of the system, and power consumed during microprocessor transient is out of scope of this paper, we still incorporate AVP into our steady-state system power analysis as AVP modulates steady-state load characteristics of the voltage regulators.

**III. POWER DELIVERY SYSTEM ARCHITECTURE**

Fig. 9 shows the block diagram of the power delivery system used in this paper. There is one 16-phase buck regulator sitting outside of the chip on the motherboard. It uses 12 V supply and generates output voltage levels to be used by subsequent converter stages. Efficiency versus load characteristics of this buck converter are shown in Fig. 6 (left). Inside the chip, there are ON-chip regulators (FIVR or LDO) and processor cores. IR noise due to external wire and package resistances is accounted for with a single lumped resistor, $R_{ext}$, in our model of the power delivery network. We assume that due to $R_{ext}$, the worst case power loss is $\sim 5\%$, which is typical of the current state-of-the-art power delivery networks.

In our analysis, we have assumed a processor with 256 cores. This assumption is in line with the number of cores in several recently developed processors, including NVIDIA’s GPU accelerator Tesla K80 that has 4992 CUDA cores [12], and Intel’s Xeon Phi processor that can have up to
61 cores [13]. Reference [14] presents an 80-tile TeraFLOPS processors built in Intel’s 65-nm process. TILE-Mx is a 100-core processor from Tilera, and it is targeted toward high compute workloads [15]. Our system-level power-performance analysis aims to explore the design space of a 256-core server processor. However, our approach is generic and can be applied to processors with any number of cores without any modifications. Although we present our analysis based on a future 256-core processor, for completeness, we also include the results from 16-core and 64-core processors toward the end of this paper.

Like in any exploratory research, we had to make assumptions at various stages of the analysis. For example, the cores in our hypothetical processor are assumed to be homogeneous in nature, and they can be power gated individually. Supply line of these cores (\(v_{DD,Local}\)) is driven by an LDO in the case of the LDO-based power delivery scheme or by an FIVR in the case of the FIVR-based power delivery scheme. Each of these cores has DVFS capability with maximum and minimum operating frequencies of \(f\) and \(f/2\) for corresponding logic \(v_{DD, min}\) values of 1 V (\(v_{DD, HI}\)) and 0.65 V (\(v_{DD, LO}\)), respectively. These cores are also equipped with a power-down mode for idle state. Although a continuous DVFS scheme would be more useful in terms of power savings, its implementation in a 256-core processor might be limited because of synchronization overhead across cores. Furthermore, DVFS p-states of processors are typically quantized and only a few of these states are frequently accessed, as can be seen from Fig. 1 (bottom). Hence, our assumption of a two-level DVFS operation is an acceptable compromise for keeping the analysis insightful and practical.

Please note that 6T static random access memory-based caches are used for the LDO. Because of the presence of 256 LDOs ON-chip, per-core DVFS is possible. However, it does not guarantee lower total system power than FIVR-based architectures because of conversion loss at low output voltages. In our analysis, we assume an LDO whose efficiency versus load characteristics are shown in Fig. 7(b).

IV. SYSTEM POWER ANALYSIS METHODOLOGY

For our processor, we assume a throughput-oriented architecture, in which the processor has a lot of inherent parallelism. Because of our choice of throughput as system performance metric, we used power consumption instead of energy consumption as the comparison metric of FIVR-based and LDO-based power delivery schemes. In case all the cores run at maximum frequency, we assume a normalized throughput of 1. However, the same throughput can result in different powers consumed by the cores. Fig. 10 shows various core configurations for the same normalized throughput of 0.5 in an eight-core configuration. From Fig. 10, we find that, in order to obtain normalized throughput of 0.5, four cores can run at frequency \(f\), whereas other four cores can remain idle. However, this particular combination results in maximum power consumption, equal to \(P_{Core} = 4 \cdot C_{EFF} v_{DD, HI}^2 f + 4 \cdot P_{Leak} + 4 \cdot P_{Static}\). Here, \(C_{EFF}\) is the effective dynamic capacitance of each core, including activity factor, \(P_{Leak}\) is the leakage power of an active core, and \(P_{Static}\) is the static power of an idle core and is due to the power gate leakage of the core. The lowest possible core power consumption corresponds to the case when all the cores run at a frequency of \(f/2\), and is equal to \(P_{Core} = 8 \cdot C_{EFF} v_{DD, LO}^2 (f/2) + 8 \cdot P_{Leak}\). Since at normal operating condition, \(P_{Leak}\) and \(P_{Static}\) are smaller than dynamic power, we find that the latter core combination consumes smaller core power under isothroughput condition, albeit at the expense of a longer execution time. However, we assume, in a power budget-constrained isothroughput scenario, the processor might have to sacrifice latency in lieu of smaller power.
MC runs for different core distributions across power domains. The number of MC runs for different core combinations and $N$ is the number of MC runs for different core distributions across power domains.

![Flowchart showing average power computation steps.](image)

In case per-core DVFS is not a viable option, total power consumed by the cores may vary greatly depending on how the cores are distributed among different power domains. In order to explain this point, we pick combination 3 from Fig. 10, and distribute the cores across four power domains in two different ways, as shown in Fig. 11(a) and (b). Fig. 11(b) shows that all the cores with equal supply voltage requirement have been grouped together in the same power domain. However, this is not the case in Fig. 11(a). Because of inhomogeneous grouping of the cores in Fig. 11(a), total power consumed by all cores will be larger compared with the case shown in Fig. 11(b).

To explore the entire design space for a random scheduler, we use a two-step Monte Carlo simulation, as shown in Fig. 12. In order to understand how the average system power computation is done with this technique, let us go back to our eight-core processor example in Fig. 10. For the given throughput, we assume that the scheduler randomly picks any combination from Fig. 10. We further assume that the cores corresponding to that combination can be distributed across different power domains in a random fashion. Now, if we run Monte Carlo simulation for this two-step randomization process, and compute an average of the system powers obtained from all the occurrences, we will obtain average system power for that particular normalized throughput. At the same time, we can find out the minimum and maximum system power. For example, the minimum power scheduler will maximize the number of homogeneous power domains [16] and pick combination 5 from Fig. 10.

Once configurations of the cores across power domains are decided, total system power can be obtained by adding the power consumed by cores ($P_{core}$), ON-chip voltage regulators ($P_{ON-chip_reg}$), power distribution network ($P_{supply_net}$), and OFF-chip voltage regulator ($P_{OFF-chip_reg}$), i.e., $P_{total} = P_{core} + P_{ON-chip_reg} + P_{OFF-chip_reg} + P_{supply_net}$. $P_{core}$ includes dynamic and leakage power of an active core, and static power of an idle core, as described in Section III. $P_{ON-chip_reg}$ and $P_{OFF-chip_reg}$ are the power lost in the ON-chip voltage regulator (FIVR or LDO), and OFF-chip buck converter, respectively. Depending on the supply voltage and frequency of the cores, and the AVP requirement of the ON-chip regulator for better dynamics, efficiency of the ON-chip regulator and the power lost in it change. Input current–voltage profile of the ON-chip regulator determines the IR drop in the supply network between the ON-chip and OFF-chip regulator, and the output voltage requirement from the OFF-chip buck converter. This variation in the output voltage and current of an OFF-chip converter, and the AVP requirement of the buck converter determines the power loss in the OFF-chip buck converter.

In our analysis, we take output voltage and current-dependent power loss of the voltage regulators into account to find out total system power consumption. To find out load-dependent power loss of LDO, FIVR, and OFF-chip switching regulator, we use the models mentioned in Section II.

V. Simulation Results

In our analysis, we assume a hypothetical 256-core processor with: 1) 256 power domains for LDO-based power delivery and 2) 16, 128, and 256 power domains for FIVR-based power delivery. Monte Carlo simulations have been performed at a constant normalized throughput for all power delivery schemes under consideration. Fig. 13 shows the system power versus normalized throughput assuming no process variation (i.e., each core operates at the same $V_{DD_HI}$ or $V_{DD_LO}$ voltage). Fig. 13 indicates that the range of power consumption is maximum for a normalized throughput of 0.5, and it tapers down gradually as the throughput increases or decreases. It is due to the fact that toward midthroughput region, the number of combinations (as shown in Fig. 10, we can have five combinations for a normalized throughput of 0.5 in an eight-core processor) to obtain the same throughput increases, thereby increasing the power consumption range. For a random scheduler, in order to get the average system power for a given throughput, we compute the average of the power consumption values for that particular

**Fig. 11.** Core assignment across power domains. (a) Inhomogeneous $V_{DD}$. (b) Homogeneous $V_{DD}$.
throughput from Fig. 13. As for a minimum power scheduler, power consumption corresponds to the minimum power point corresponding to each throughput values of Fig. 13.

Fig. 14 shows system power plotted against normalized throughput for the random scheduler (top) and the minimum power scheduler (bottom). From Fig. 14, we see that the average system power with the LDO is smaller than that with 16 FIVRs because of per-core DVFS capability with LDO (24% less power consumption at normalized throughput of 0.5). However, if the number of power domains using FIVRs increases to 128, FIVR-based design becomes comparable to that of the LDO because of better FIVR efficiency. Eventually, power consumption with 256 FIVR domains becomes less than that of the LDO-based design by 12% at a throughput of 0.5 for the random scheduling technique. Note that perfect homogeneous grouping of cores is always possible when normalized throughput $\leq 0.5$. Hence, from Fig. 14 (bottom), we see that the minimum system power is independent of the DVFS configuration for normalized throughput $\leq 0.5$. When normalized throughput approaches 1, all the cores in all the power domains operate at the maximum frequency. Hence, the system power consumption of FIVR architectures with 16, 128, and 256 power domains becomes almost equal. However, for the same condition, the system power consumption of LDO-based design is higher than that of FIVR designs. This can be attributed to the difference in the off-chip regulator efficiency. The LDO requires an input voltage of $\sim 1.05$ V, whereas FIVR requires an input voltage of $\sim 1.8$ V. Due to the higher power loss in the off-chip converter when generating a 1.05 V, the overall system power is higher for the LDO case.

In real world, the systematic and random process variations will cause threshold voltage of transistors to shift. This variation will cause the voltage–frequency relation of cores to differ from one another. As a result, if more than one cores share the same supply voltage, that supply voltage will be determined by the supply voltage requirement of the slowest core. Consequently, total dynamic power consumption will increase. To a first-order, the supply voltage required to meet a target frequency can be approximated as a linear function of threshold voltage [17]. For the sake of analysis, we assume $V_{DD, LO}$ is normally distributed with a mean value of 0.65 V and a standard deviation of 16 mV, and $V_{DD, HI}$ is normally distributed with a mean value of 1.0 V and a standard deviation of 35 mV (Fig. 15). Fig. 16 shows the total system power versus normalized throughput using a random scheduler (top) and a minimum power scheduler (bottom), taking process variation into account. Process variation makes LDO-based DVFS approach less attractive than FIVR-based one due to the following reason: $V_{IN}$ for the LDOs, which is also $V_{DD, Global}$ in Fig. 9, has to be determined by the slowest core under process variation, and hence, must be slightly increased to meet the same performance. Since this will result in a larger
comparison with the no process variation case. As a result, for voltage drop in the LDO circuit, the power will be higher as and per-core FIVR.

![Fig. 16. System power versus throughput for various power delivery options](image1)

**Average system power versus number of cores for per-core LDO and per-core FIVR.**

Finally, in Fig. 17, we plot average system power versus number of cores in a processor for a throughput of 0.5. The plot shows that as the number of cores increases, FIVR becomes more attractive. This trend can be explained as follows. In both the LDO-based and FIVR-based designs, the input voltage of the on-chip converter, which is also the output voltage of the off-chip switching converter, is determined by the highest core voltage. The highest core voltage under process variation is higher with more number of cores in the processor (and similarly, the lowest core voltage is lower), so the difference between the shared input voltage and the output voltages of the individual on-chip converters increases. This causes the LDO efficiency to drop whereas the FIVR efficiency remains relatively constant.

![Fig. 17. Average system power versus number of cores for per-core LDO and per-core FIVR.](image2)

VI. CONCLUSION AND KNOWN LIMITATIONS

In this paper, we compare an FIVR-based power delivery solution with an LDO-based one, in terms of system power consumption of a multicore, multipower domain processor. Our analysis shows that under random scheduling and process variation, for a normalized throughput of 0.5, LDO and FIVR-based per-core DVFS systems consume almost similar amount of power for a 16-core system. The advantage of using FIVR as the on-chip voltage regulator becomes more prominent when the number of cores in the processor increases (e.g., 64 or 256 cores).

Although our estimation methodology is sufficient to gain insight into the overall benefits of FIVR and LDO, it could be refined to study the specific aspects of the two power delivery methods. For instance, a more detailed power distribution network, including on-chip parasitic, can be used to incorporate the impact of local supply noise at the expense of further complexity of the model. In addition, the impact of LDO-FIVR-based hybrid power delivery solutions on the total system power consumption can be evaluated. Our analysis focuses on the steady-state power consumption, but the methodology can be extended to capture the effect of system transient on instantaneous system power. Finally, since these power-performance characteristics are dependent on the type of scheduler, further research can be carried out based on the application-specific schedulers.
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