74 IEEE COMPUTER ARCHITECTURE LETTERS, VOL. 20, NO. 1, JANUARY-JUNE 2021

Cryogenic PIM: Challenges & Opportunities
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Abstract—As Moore’s Law nears its end, we are searching for alternative
technologies and architectures to further increase performance. Cryogenic
computing has gained considerable attention in the last couple years, due to the
highly ideal performance of CMOS circuits at very low temperatures. While
cryogenic operation can provide impressive performance benefits, it introduces a
new trade-off space which must be examined. Additionally, it does not eliminate
current bottlenecks for performance, such as the memory wall. Processing-in-
Memory architectures present an interesting opportunity. They are suitable to
operate at cryogenic temperatures, enable lower cooling costs via extreme energy
efficiency, and enable compute and memory capabilities in this regime with
relatively minor adjustments to the architecture.

Index Terms—Cryogenic computing, processing in memory
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1 INTRODUCTION

WHILE Moore’s Law has lasted longer than expected, nothing
lasts forever. Transistor scaling will continue to become more chal-
lenging as the years go on. This limitation makes it difficult for
computer architects to continue designing systems with higher
performance. A possible solution to this problem is cryogenic com-
puting, where the processor and supporting memory structures are
cooled to very low temperatures. The boiling point of liquid nitro-
gen (77K) is a common temperature target. This may seem like an
extreme solution, but it offers some very attractive advantages.
Electrical circuits operate faster and more energy efficiently than
at room temperature, enabling further increases in computer
performance.

However, a challenge for cryogenic systems is cooling cost.
Heat dissipation can result in inordinate cooling costs, unless the
architecture is re-designed to reduce power consumption [4]. This
raises the question if Processing-in-Memory (PIM) architectures
—specifically, architectures which fuse logic and memory functions
within an array- are ideal candidates for cryogenic operation. PIM
architectures exhibit extreme energy efficiency, due to avoiding
energy-costly data transfers between the CPU and memory [6],
[20]. Hence, PIM can operate within a very low power budget,
which can significantly lower the cooling cost.

PIM can also provide performance improvement. A current lim-
itation for computer performance is the memory wall. As CPU per-
formance has increased over recent decades, memory demand has
outgrown the increases in memory performance [10]. Combined
with recent trends of increased data usage, modern applications
are typically memory bound, meaning their performance is limited
by the memory latency. PIM architectures alleviate the memory
wall by performing computation where the data resides, avoiding
much of the latency due to data transfer. Cryogenic operation will
actually reduce the impact of the memory wall, as cold tempera-
tures significantly improve the performance of memory - DRAM
latency is reduced by a factor of 4x at 77K [15]. However, increases
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in logic frequency, roughly 30-40 percent [22], and the correspond-
ing increase in CPU frequency at cryogenic temperature, will
increase the memory request rate, counteracting some of the bene-
fit. Hence, it likely that cryogenic architectures (consisting of a
CPU with supporting memory hierarchy) will still suffer perfor-
mance loss due the memory wall, leaving room for potential per-
formance increases by utilizing PIM.

Yet another benefit of PIM is that the architecture is easier to
adapt to cryogenic temperatures. As they use predominately
(slightly modified) memory structures, they are highly homoge-
neous and simple relative to more traditional systems. This makes
any redesign required much easier than for more complex architec-
tures where logic, memory, and their interface need to be opti-
mized separately.

Numerous PIM substrates exist, including in SRAM [1], [2] and
DRAM [25]. There is also a number of non-volatile PIM (NV PIM)
substrates, including PCRAM [16], RRAM [9], and STT-MRAM [5],
which use resistive memory devices. All are suitable candidates for
cryogenic operation. More detail is provided in Section 3, but gen-
erally speaking SRAM and DRAM will stand to improve the most
at cryogenic temperatures, relative to their room temperature per-
formance. However, non-volatile PIM substrates have shown high
performance and extreme energy efficiency [16], [24] at room tem-
perature, which makes them even more promising candidates.
Here, we discuss how cryogenic operation can improve the perfor-
mance of PIM. As a case study, we evaluate an STT-MRAM based
architecture at room temperature and cryogenic operation.

It is noteworthy that even if the performance benefit from cryo-
genic operation by itself is insufficient to justify the development
of cryogenic architectures, such architectures will be required in
order to support emerging technologies. Emerging cryogenic tech-
nologies include single flux quantum [18] and quantum computing
[21], both of which will require classical hardware support [8].

2 PIM SUBSTRATES

Cell designs for different PIM-capable memory technologies are
shown in Fig. 1. Each technology follows similar operating seman-
tics when it comes to memory access to perform reads and writes."
Each technology contains bitlines (BL), which are used to access
the memory cell to perform operations. The cells are connected to
the BLs via access transistors, which are controlled by rowlines
(RL). A second bitline, bitline bar (BLB) is used in SRAM and NV
technologies, which is set to the opposite value as BL during write
operations. The memory storage device for each technology is dif-
ferent. SRAM uses a latch which is constructed with transistors,
shown in Fig. 1a. Due to a circuit feedback loop, there is a stable
state when M1 and M4 are ON and M2 and M3 are OFF, and vice
versa. To read a state, the access transistors (M5 and M6) connect Q
to BL and Q" to BLB. If Q is 1 (0), the cell with pull BL (BLB) up and
BLB (BL) down. To write, the same process is performed, except
the voltage on the bitline is set by the bitline drivers, which will be
strong enough to switch the state the of cell. Shown in Fig. la is a
6T cell, however 8T is another common design. DRAM cells,
shown in Fig. 1b, use capacitors to hold the state. The presence of a
charge indicates “1” and the absence indicates “0”. The access tran-
sistor connects the capacitor to the bitline, allowing the charge on
the capacitor to be read or to be overwritten. RRAM and STT-
MRAM both use resistive memory devices, which are devices
which can have varying levels of resistance. For example, a high
resistance can be logic “1” and a low resistance be can logic “0”.

1. Non-volatile devices are also commonly used in cross-bar architectures,
which have significantly different characteristics. We omit their consideration as
they are not random access memory.
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Fig. 1. Representative PIM technologies considered.

For both devices, driving a current of sufficient magnitude will set
the state. The direction of the current determines which state it is
set to. A typical NV memory cell, such as used in [16], is shown in
Fig. 1c. A voltage across BL and BLB will drive a current through
the resistive memory device.

The most common method of performing PIM in SRAM and
DRAM uses the sense amplifiers and logic in the array periphery.
Multiple rows are activated simultaneously, connecting multiple
cells to the bitline. The sense amplifiers are then used to sense the
voltage and differentiate between different inputs. Immediately
after, basic logic circuitry operates on the output of the sense amps,
and the result is written back into the array. If a NV PIM substrate
uses the cell in Fig. 1c, it must also use this same approach. A volt-
age applied on BL will drive a current through multiple resistive
devices (in parallel) and onto the BLB, which can then be sensed.
However, the NV cell in Fig. 1d uses a double bitline, bitline even
(BLE) and bitline odd (BLO), to enable computation in the array
itself [23], bypassing the sense amps. This technology is called
computational RAM (CRAM) [5], [23]. BLE connectes to even rows
and BLO connects to odd rows (not shown). In this case, voltage is
applied across BLE and BLO. Current flows through input memory
cells (in parallel) which are in series with an output memory cell
(connected over BLB)[23]. The current will set the state of the out-
put cell, depending on the states of the input cells.

3 ADAPTATION TO CRYOGENIC TEMPERATURES

Cryogenic operation affects how the memory devices and support-
ing circuitry perform. In this section, we go over each of these
changes and how they impact the performance of PIM. We high-
light the differences between NV PIM and the more traditional
PIM based on SRAM and DRAM.

3.1 Low Level Impact of Cryogenic Temperatures

Wire resistance and capacitance both decrease. Specifically, wire resis-
tance is a linear function of temperature [15]. As this has the most
impact on the bitline, which all technologies share, this provides a
universal benefit to all PIM. For SRAM and DRAM, the benefit is
reduced latency for the bitline pre-charge [1], [2], [25]. This will sig-
nificantly reduce latency for both memory and logic operations, as
wire latency dominates memory access time [15]. The main benefit
for NV PIM is energy savings. When performing a read, write or
logic operation, the wire resistance is in series with the resistance
of the memory devices. A low bitline resistance will decrease
unwanted energy dissipation. An additional benefit for NV PIM is
increased reliability. This is because NV PIM uses resistive mem-
ory devices. To perform operations, a specified voltage needs to be
applied across a connected set of resistive memory devices [23],
[35]. Some of the applied voltage will drop over the bitline, which
reduces the margin of error. Hence, cryogenic NV PIM will be
more resilient to voltage fluctuations and process variation.

CMOS transistors perform better at 77K in a number of ways.
The one drawback is that the threshold voltage increases slightly
with decreasing temperature [3]. Otherwise, an increase in the
charge carrier mobility results in a higher ON current [33], and
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both the transconductance and the sub-threshold slope are higher
[26]. The steep sub-threshold slope drastically lowers leakage cur-
rent. Logic built from transistors has a lower latency, roughly 30-40
percent [22]. These improvements benefit every aspect of SRAM
and DRAM PIM. Logic performed by CMOS in the array periphery
will be faster and more energy efficient. The reduction in leakage
current will nearly eliminate static power for SRAM and reduce
the refresh overhead for DRAM [30]. The benefits are less for NV
PIM, which already has near zero leakage current and no refresh
overhead. The main benefit for NV PIM will be the impact on the
row-decoder, which is CMOS based. The row-decoder has consid-
erable latency overhead, as it needs to be activated 1-3 times for
every operation [16], [24]. Hence, superior transistor performance
will have a lesser, but noticeable positive impact on NV PIM.
Resistive Memory Devices. Apply only to NV PIM, and have a
number of changes at cryogenic temperature, some positive and
others negative. Magnetic Tunnel Junctions (MT]s) are widely
used and are the basis of STT-MRAM. MTJs have a higher endur-
ance at cryogenic temperature [14]. As noted in Section 2, resistive
memory devices store logic values in their resistivity, having both
a high and low resistance state. The resistance ratio is the relative
difference of resistance of the two states. MT]s have a higher ratio
at cryogenic temperatures [32], [34]. This increase can be quite sig-
nificant, greater than 30 percent relative to room temperature in
some cases [34]. A high ratio is desirable, as it makes them easier to
discern during read operations. The high ratio also increases the
robustness of logic operations, making them less susceptible to
process variation and voltage fluctuations [23]. A negative impact
is that the absolute resistance for both states increases with lower
temperature as well [32], [34]. Different fabrication processes can
be used to create MT]s with varying parameters. The increase in
resistance can be different for different types of MTJs and can also
be different for each state of the MT]. The resistance can increase
anywhere from approximately 10 percent up to 40 percent [34].
This is undesirable, as a higher resistance requires a higher voltage
to perform the same write or logic operation [14], leading to more
energy consumption. RRAM is an alternative resistive technology
which has a significantly higher ratio than MTJs but also a lower
endurance. RRAM will also function properly at 77K [28], however
it will have a further reduced endurance [31]. For example, an
endurance of 10'° write cycles at 298K was reduced to 10° at 100K
[11]. Additionally, it was demonstrated that they have a slightly
higher operating voltage and a narrower switching voltage win-
dow [28], making them more susceptible to voltage fluctuations.

3.2 System Level Impact and New Challenges

Overall, the impact of cryogenic conditions is generally positive for
PIM technologies, as summarized in Table 1. That said, cryogenic
operation also introduces correctness concerns which must be
addressed.

SRAM and DRAM PIM. Both off the shelf DRAM [27], [30] and
SRAM [19] have been demonstrated to work at cryogenic tempera-
tures. However, these did not consider PIM. The change in relative
transistor strengths and timing of the analog circuitry may affect
the correctness of logic operations. The impact will depend heavily
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TABLE 1
Positive and Negative Effects of Cryogenic Operation on Different Technologies
Effect DRAM SRAM MTJ RRAM
Positive (-)Bitline R (-)Bitline R (-)Bitline R (-)Bitline R
(-)Peripheral L (-)Peripheral L (-)Peripheral L (-)Peripheral L
(-)CMOS Logic L (-)CMOS Logic L (+)Logic Robustness (-)CMOS Logic L
(-)Refresh Overhead (-)Static Power (+)Endurance
Negative Timing Changes Timing Changes (+)Write E (-)Logic Robustness

(-)Endurance

+ = increased, - = decreased, L=Latency, E=Energy, R=Resistance

on the specific architecture, but we provide a few illustrative exam-
ples. An example of 8T SRAM PIM is X-SRAM [2], where logic is
performed by pre-charging the read bitline and then connecting
multiple cells to the read path simultaneously. Depending on the
value stored in the SRAM cells, the voltage on the bitline decays at
a known rate. At a specified time, a logic buffer reads the value of
the read bitline and then writes it to the write bitline. The delay
between the read and the write determines the type of logic that is
implemented. Cryogenic temperatures change this timing. Com-
pute Cache [1] uses a similar approach, but with 6T SRAM cells. 6T
introduces the concern that SRAM cells may destructively interact,
since the read and write paths share the same bitlines. This can be
avoided by lowering the wordline voltage [1], [12] at room temper-
ature. However, at cryogenic temperatures the transistors connect-
ing the bitline to both the supply voltage and ground will be
stronger, and this may increase the susceptibility. Ambit [25] uses
a sense amplifier to read multiple DRAM cells simultaneously to
differentiate between different input combinations. The amount of
current that is drawn from each DRAM cell through the access
transistor could be significantly different from that at room
temperature.

NV PIM. While NV PIM has some correctness concerns as well,
these are easier to account for. The voltages applied to perform
writes and logic operations change, due changes in the MT]J resis-
tance, and the peripheral circuitry latency decreases. Changing the
supply voltage and the frequency can account for this, no circuit
re-design is required. The main disadvantages for cryogenic NV
PIM are the non-ideal device characteristics, reduced energy effi-
ciency for MTJs and reduced endurance for RRAM. A reduction in
energy efficiency may be tolerable, given NV PIM demonstrates
extreme energy efficiency at room temperature.

4 QUANTITATIVE ANALYSIS

To determine the efficacy of cryogenic PIM we evaluate SRAM,
DRAM, and NV-PIM both at 300K and at 77K. To estimate the per-
formance of SRAM PIM we take data from Min et al. [19] and for
DRAM PIM we take data from Lee ef al. [15]. These studies provide
the latency and energy of memory accesses at 77K relative to 300K.
We assume that a single memory access and logic operation have
the same overhead. For NV PIM, we use MTJs as a representative
case study, as they have a higher endurance at cryogenic tempera-
tures. We take peripheral circuitry estimates from NVSIM [7] and
match them with MTJ] parameters from [35]. This provides the
latency and energy for each PIM operation at 300K. To estimate
performance at cryogenic temperatures, we modify the peripheral
circuitry latency and energy based on experimental data for CMOS
operation [33], and MT]J latency and energy based on experimental
data from [32], [34]. The peripheral circuitry and CMOS logic
latency reduces by 35 percent and the MT]J write energy increases
by 15 percent at 77K relative to 300K.

Machine-learning inference has been demonstrated efficiently
in memory [13], [23], [29]. It is also ubiquitous in the cloud/server
environment, making it a notable candidate for cryogenic accelera-
tion. Hence, we use neural network inference as a case study with

the CIFAR-10 image recognition dataset as the input. We take the
network configurations provided by [17] and map them by hand to
run on the PIM substrate.

We assume the PIM substrates consist of 1024x1024 memory
arrays. Each memory array can perform logic operations within
the columns, i.e., they have column-level parallelism. Such PIM archi-
tectures have been used with SRAM [2], DRAM [25], and NV tech-
nologies [16], [23]. Operations are driven by an external controller.
We use a data layout similar to that used in PIMBALL [23]. Multi-
plications, additions, and subtractions are performed in a bit-serial
manner within the columns of the memory arrays. Data is moved
between columns and arrays with read and write operations
(orchestrated by the external controller). All network parameters,
including weights and thresholds, are stored in the memory prior
to inference and kept constant. Input data (images) and the neu-
rons of hidden layers are moved between memory arrays as
needed throughout the run of the program.

To estimate the total latency and energy, we sum the latency
and energy of all logic operations, reads, and writes required to
perform the program. For every operation, we account for the over-
head due to the peripheral circuitry and row decoder activation,
which vary depending on the operations and the sequence they are
performed in.

Results are shown for latency in Fig. 2a and for energy in
Fig. 2b. The energy consumption reported does not include cooling
costs, which can be significant [4]. Cryogenic operation provides a
latency advantage for all technologies due to improvements of the
peripheral circuitry. Latency is reduced to 50 percent of the room
temperature counterpart for SRAM, to 32 percent for DRAM, and
to 89 percent for NV PIM, respectively. NV PIM’s latency does not
improve as much because the MT] write latency remains the same
at cryogenic temperatures. SRAM and DRAM PIM feature signifi-
cantly reduced energy consumption, as well, down to 38 percent
for SRAM and to 48 percent for DRAM PIM, respectively, of the
room temperature counterparts. This is largely due to a reduction
in leakage current, which enables a lower operating voltage. NV
PIM actually is less efficient at cryogenic temperatures, with an
energy consumption of 109 percent relative to the room tempera-
ture counterpart. This is due to the increase in the MTJ write
energy, which dominates energy consumption. Additionally, NV
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Fig. 2. Benchmark characterization at room temperature (RT) versus cryogenic
temperature (Cryo). Values are normalized relative to the RT performance.
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PIM already has near zero leakage current at room temperature,
and hence this is not an added benefit at cryogenic temperatures.
While the energy increase relative to room temperature is a detri-
ment, it may be tolerable. At room temperature, NV PIM has
demonstrated superior energy efficiency to more traditional archi-
tectures. For example, a Xeon E5-2640 CPU consumes 129] to per-
form the CIFAR-10 benchmark [17], where an NV PIM solution
only consumes 31.9u] [23], superior even to specialized FPGAs
consuming 299u] [17]. Hence, a reasonable increase in its energy
consumption will still result in an overall energy efficient opera-
tion. Note that MTJs optimized for room temperature were used in
this analysis; MT]Js designed specifically for cryogenic tempera-
tures may display superior efficiency.

5 CONCLUSION

PIM technologies are well suited for the cryogenic domain. Their
modular architectures facilitate ease of transition and their energy
efficiency should enable lower cooling budgets. SRAM and DRAM
based PIM show significant improvements in both performance
and energy efficiency (when compared to their room temperature
counterparts). NV PIM also exhibits increased performance but
suffer from reduced energy efficiency when compared to its room
temperature counterpart. This does not rule out NV technologies
at cryogenic temperatures, however, as at room temperatures NV
PIM tends to be typically much more energy efficient than SRAM
or DRAM based PIM.
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