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ABSTRACT RNA Sequence (RNA-Seq) abundance quantification is an important application in different
fields of genomic studies, e.g., analysis offunctionally similar genes in a biological sample. This application
depends on the availability of high volume of sequence data for high accuracy abundance estimation, which
is made possible by next generation sequencing platforms. Large scale data processing requirements of this
quantification application push conventional computing systems to their limits due to excessive data move-
ment required between processing and memory elements. Processing-In-memory presents a viable solution
to this drawback, through in-situ processing of the genomic data. In this paper, we present CRAM-Seq, an
accelerator for RNA-Seq abundance quantification based on Computational RAM (CRAM) – an in-memory
processing substrate capable of high degree of parallel processing with very low energy consumption.
Through hardware/software co-design, we demonstrate that CRAM-Seq outperforms a commonly used state-
of-the-art software abundance quantification algorithm, Kallisto – in terms of throughput and energy effi-
ciency, while being highly scalable.

INDEX TERMS Abundance, accelerator, CRAM, quantification, RNA- seq, SHE-MTJ, spintronics

I. INTRODUCTION

Given a biological molecule, sequencing is the process of con-
structing its genomic composition in terms of the basic build-
ing blocks –i.e., nucleotide bases A(denine), T(hymine)/U
(racil), C(ytosine), G(uanine)– where each base is represented
by a character. Next Generation Sequencing (NGS) machines
can typically generate very high volumes of sequence data per
run, easily reaching hundreds of Giga (109) bases that trans-
lates into millions of fixed length strings of base characters
called reads. Figure 1 shows sequencing throughput over time
as a proxy for the volume of sequencing data produced by
NGS platforms [28]. This trend is expected to hold and result
in a steady increase in the volume of sequence data available
for genomic analysis, enabling unprecedented advances in bio-
informatics and medical research.
RNAmolecules, as well, represent chains of nucleotide bases

A, U, C and G. RNA-Seq(uencing) Abundance Quantification

is an important emerging application that particularly bene-
fits from the growth in sequence data volume as more data
translates into higher computational accuracy. The goal is to
estimate the relative distribution of a given set of RNA
sequences in a biological sample. Hence, RNA-Seq in a
sense “learns” from data. Important use cases for RNA-Seq
include novel gene identification, gene expression quantifi-
cation, mutation analysis, protein synthesis, precision and
personalized medicine research (to identify active genes in
cells, e.g.) to name a few.
Each RNA-Seq read usually is a smaller sub-sequence of a

longer RNA sequence called an RNA transcript. Such reads
are typically sequenced from a biological sample such as a
single cell. The set of transcripts that is fixed and already
known for a given sample is called RNA transcriptome, and
uniquely characterizes that sample. The reads sequenced from
a sample come from different transcripts in that sample, where
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the transcripts vary in length and are more likely to generate a
read if longer. Therefore, to get a representative RNA-Seq
read dataset where the relative number of reads from each
transcript follow a similar distribution to the transcripts in that
sample, a very large number of RNA-Seq reads are required.
Technically, the abundance of the RNA-Seq reads refers to

the relative distribution of the transcripts in a sample. Quanti-
fying this distribution requires alignment between a large num-
ber of RNA-Seq reads and the transcriptome. (Exact)
Alignment entails finding out where in each transcript (from
that transcriptome) an RNA-Seq read matches the most–
through base by base comparison. Classic (exact) alignment
algorithms such as TopHat2 [16] or Cufflinks [29], however,
require extensive computational resources due to exact align-
ment that relies on base by base comparison between RNA-
Seq reads and the transcriptome. This results in a large number
of slow and energy-hungry data transfers between the compute
and memory elements (in a traditional setting), which inevita-
bly degrades the performance– in terms of quantification
throughput. Luckily, for abundance quantification, the actual
location of alignment (i.e., exact alignment) is not required.
Commonly used algorithms such as Sailfish [22] and Kal-
listo [4] hence avoid the costly exact alignment process by
exploiting the characteristics (e.g., order) of common sub-
sequences (called k-mers) in both RNA-Seq reads and tran-
scripts, while maintaining a comparable accuracy to exact-
alignment based methods. Such pseudo-alignment approxima-
tion significantly reduces the volume of data transfers during
quantification, although for representative problem sizes it still
remains forbidding.
A processing-in-memory (PIM) solution such as Compu-

tational RAM (CRAM) [30] can effectively address this
performance bottleneck by fusing memory and compute ele-
ments together. CRAM is a generic PIM architecture and can
be used with a wide-range of non-volatile (e.g., spintronic,
resistive) memory cell technologies to perform both memory
and in-situ computing operations. In this paper, we introduce
and detail the hardware-software co-design of CRAM-Seq, a
CRAM-based accelerator for RNA-Seq abundance quantifica-
tion. We demonstrate that CRAM-Seq can achieve accuracy
similar to state-of-the-art software solutions such as Kal-
listo [4], while operating faster and more energy-efficiently.
The key contributions of this paper are as follows:

� We show that only presence (i.e., not order) of
unique k-mers suffices to perform RNA-Seq abun-
dance quantification.

� We present an end-to-end PIM-based accelerator archi-
tecture to achieve higher quantification throughput with
lower energy consumption and comparable accuracy
when compared to a commonly used high throughput
abundance quantification algorithm, even in the pres-
ence of noise in the sequence data.

The rest of this article is organized as follows: Section II
discusses the core concepts related to RNA-Seq, transcripts
and abundance quantification. Section III illustrates the archi-
tecture and discusses different design aspects. Section IV and
Section V present the evaluation setup and experimental find-
ings. Related work is discussed in Section VI with Section VII
concluding this article.

II. BACKGROUND

A. RNA-SEQ

Typically, both transcripts and RNA-Seq reads don’t contain
U(racil) as they are sequenced from complementary DNA
molecules composed of {A, T, C, G} where each character
represents a base pair (bp). Transcripts are longer than fixed
length reads, and read length depends on the sequencing
technology. Reads from Illumina [25] platforms, e.g., usually
are �100 bp long.

B. RNA-SEQ ABUNDANCE QUANTIFICATION

Given a set of transcripts, abundance quantification deter-
mines the distribution of each transcript in a biological sam-
ple when a large number of RNA-Seq reads are sequenced
from that sample. If T ¼ ft0; t1; t2; . . .tNT�1g is the set of
transcripts, the quantified abundance of a transcript is:
QðtiÞ ¼ CðtiÞ=

PNT�1
j¼0 CðtjÞ where CðnÞ is the number of

RNA-Seq reads mapped to transcript n.
Figure 2 shows a typical abundance quantification pipe-

line: A biological sample (containing varying length tran-
scripts T0, T1 and T2 in different quantities) produces a large
(N) number of fixed length RNA-Seq reads. The first step
involves, for each RNA-Seq read, identifying the transcripts
that have the highest degree of similarity with that read (e.g.,
the total number of locations where both the transcript and
RNA-Seq read have a common sub-sequence of a given
length in bp). Be it exact or approximate, this alignment step
(as enclosed in the dashed box) helps to identify the (group
of) transcript(s) that more likely originated that particular
read. Each unique group of transcripts denotes a similarity
class. As the read dataset is exhausted, upon the processing
of each read, a collection of such similarity classes with cor-
responding counts of RNA-Seq reads (i.e., members) that
map to them gets updated. The similarity class of a read can
have one transcript (which is uniquely identified as the
source of that read), or multiple transcripts (where maximum
similarity applies to all transcripts in the class). In the final
step, an iterative clustering algorithm –typically, Expectation
Maximization (EM) [8]– distributes read counts to the cluster

FIGURE 1. Evolution of sequencing throughput over time.
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points, i.e., the transcripts, utilizing all similarity class infor-
mation, to maximize the abundance of each transcript. The
most compute-resource-heavy part of this problem is the
alignment step. As an example, even pseudo alignment (which
is typically faster than exact alignment) can consume >85%
of total runtime in Kallisto [4] or Sailfish [22]. Therefore,
accelerating this step is of particular importance to improve
the overall quantification throughput as shown in Figure 3.
Being independent from (and significantly faster than) the
alignment step, EM algorithm for one set of reads can overlap
with the alignment step of the next set of reads. The alignment
step determines the rate of quantification as the slower step of
computation, i.e., accelerating alignment is critical in improv-
ing the overall rate of quantification.

C. ERRORS IN RNA-SEQ READS

Due to imperfection in sequencing technology, RNA-Seq
reads can have errors at random locations along the
sequence, which typically take the form of insertion, deletion
or substitution of one or more bps. The correctness of the
abundance algorithm depends on the ability of the quantifica-
tion algorithm to tolerate such noise. Transcripts are consid-
ered to be free from noise since these are verified across
multiple iterations of sequencing.

D. CRAM BASICS

A CRAM tile is a 2D array of non-volatile memory cells. Different
options exist for the memory device technology, which can give rise
to subtle differences in inter-cell connectivity in a tile due to differen-
ces in the number of terminals per memory device1. Without loss of
generality, we consider Spin-Hall-Effect (SHE)-MTJ (also known as
Spin-Orbit-Torque or SOT-MTJ), as the memory device, connected
to the rest of the tile through two access transistors (Figure 4) [31].
SHE-MTJ has lower switching latency and energy consumption in
comparison to Spin-Transfer Torque (STT)-MTJ, Phase Change
Memory (PCM) and Resistive RAM (ReRAM). In terms of endur-
ance and data retention as well, SHE-MTJ outperforms PCM and
ReRAM.On top of these, due to separation of read andwrite current
paths, SHE-MTJ is not susceptible to read disturbance errors. Each
SHE-MTJ has one Magnetic Tunneling Junction (MTJ), juxtaposed
on top of a heavy metal SHE channel. Each MTJ consists of two

layers of ferromagnets– pinned and free layers, insulated by a thin
layer. The pinned layer has its magnetic spin orientation fixed, which
is controllable in the free layer. A current through SHE channel,
depending on the direction andmagnitude, can switch the spin orien-
tation of free layer. The relative spin orientation of the free layer com-
pared to the pinned layer gives rise to two distinct MTJ resistance
levels: Rhigh and Rlow which encode logic 1 and 0, respectively. A
wire along each column, logic line (LL), connects memory cells in
that column via access transistors to perform logic operations in the
CRAM tile, controlled by Read (Write) Word lines (RWL and
WWL, respectively).
Memory operation: A voltage is applied between LL and

Bit Select Line (BSL). For reads(writes), current flows
through SHE-MTJ (only SHE channel) (Figure 4(a)).
Logic operation: Figure 4(b) illustrates a logic gate with

two inputs (Input1 and Input2), and one output (Output) which
is preset to a known value (0 or 1, depending on the type of
logic operation ). Input and output cells are attached to oppo-
site BSL: odd or even (OBSL or EBSL), alternately connected
to adjacent cells in each column. Figure 4(c) also depicts the
equivalent circuit: a voltage, Vgate, is applied between OBSL
and EBSL. The currents through the inputs, I1 and I2, depend
on Vgate and their respective resistance values, R1 and R2.
RWL andWWL, set to 1 (bold and colored), connect the input
and output cells to LL. Iout ¼ I1 þ I2 flows through the output
resistance, ROUT . The orientation of the free layer is switched
(in a direction specified by the direction of the current) when
Iout � Icrit, the threshold switching current, causing the logic
state of Output to change. If not, previous (preset) state is
maintained by Output. The use of logic gate specific voltages
(Vgate) and presets enable CRAM to be Boolean complete.

III. DESIGN

A. PROBLEM STATEMENT

k-mers are sub-sequences of length k (e.g., a RNA-Seq
“TCGAC” has three 3-mers: TCG, CGA and GAC). The

FIGURE 3. Timing diagram of abundance quantification.

FIGURE 2. Quantification Overview.

1We direct interested readers to literature that use CRAM architectures with
2- and 3-terminal spintronic devices [6], [24], for more insight on portability
of CRAM-Seq to other cell technologies.
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presence, and not the order, of distinct k-mers in a RNA-Seq
read sequenced from a transcript matters. Abundance quan-
tification only requires information regarding the presence of
different k-mers in transcripts and corresponding RNA-Seq
reads to produce an estimate with an accuracy comparable to
commonly used quantification algorithms. Accordingly, we
convert a (read/transcript) sequence to a bit-vector (of length
determined by k), using the sequence’s k-mers. Since k-mers
are overlapping in a sequence, the maximum number of k-
mers in a sequence of length N is equal to N � k þ 1. Each
unique k-mer generates a unique numerical value when
passed through a hash function (due to position and value of
each base character in that k-mer). For example, with a hash
function

Pk�1
i¼0 4

i � fA; T;C;Gg – where {A = 0, C = 1, G =
2, T = 3} and i demarcates the location in the k-mer – a 5-
mer “CTCGA” gets the value of 157, as shown in Figure 5
(a). The maximum number of unique hash values from a
sequence depends on k, e.g., hash values in Figure 5(a) have
a range between 0 and 4k � 1. By using hash values to iden-
tify individual bit locations on a bit-vector and setting those
bits, the presence of unique k-mers can be marked in the bit-
vector. In a nutshell, a bit-vector records all unique k-mers in
a (read/transcript) sequence, but the order of 1’s in the bit-
vector does not necessarily reflect the order of k-mers in the
corresponding sequence.
A longer k-mer yields longer bit-vectors that are more

likely to be unique, hence such sparser bit-vectors can deter-
mine similarity between a RNA-Seq and a transcript more
accurately. A small k-mer, on the other hand, can save hard-
ware resources due to smaller (but denser) bit-vectors. Con-
sidering noise in sequence data, however, large k may not
always deliver higher accuracy. The choice of k depends on

the trade-off between required hardware resources and the
desired quantification accuracy. Ideally, a bit-vector should
be sparse enough such that it uniquely represents a sequence
to distinguish it from the other sequences.
A set of very long sequences, e.g., transcripts, might have

all unique k-mers (for a given k) in each of them, resulting in
identical bit-vectors. This loss of information (i.e., distinction
between different sequences) is very likely if the sequence
length L>> #uniquely identifiable k-mers. To handle this
issue, we break the transcripts down into overlapping seg-
ments (as shown in Figure 5(b)) of constant maximum length,
and generate for each segment the corresponding bit-vector.
These bit-vectors, together, are more likely to uniquely repre-
sent the corresponding transcript. The maximum segment
length (> read length) is selected to be neither much greater
than read length nor too small to produce too many segments.
Without overlapping between segments, a RNA-Seq read that
spans across two consecutive segments of a transcript could
have low similarity with both segments even though that
RNA-Seq read comes from that particular transcript.

B. ALGORITHM DESIGN

A set of RNA-Seq reads, {RS1;RS2; . . .;RSN} and a set of
transcripts, {TS1; TS2; . . .; TSM} are given. Reads are trans-
formed into the corresponding bit-vectors {R1;R2; . . .;RN}.
Each transcript is transformed into a number of bit-vectors
(T10; T11; T12; T20; T21,..., TM0; TM1) since each transcript is
also divided into smaller segments of a fixed maximum size.
In the first stage of the algorithm, each RNA-Seq read bit-vec-
tor is bit-wise compared with all transcript segment bit-vectors
to compute the similarity between each {RNA-Seq read, tran-
script segment} pair. The comparison operation (bit-wise
AND), in Figure 6, generates a string of 1 s and 0 s, theMatch
String, where logic 1 marks the presence of a unique k-mer in

FIGURE 5. (a) k-mer in RNA-Seq; (b) Segmentation of transcript.

FIGURE 4. Bit-wise logic operation in CRAM.

FIGURE 6. Similarity computation.
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both RNA-Seq read and transcript segment. The number of
logic 1’s in the Match String is a proxy of similarity between
that {RNA-Seq read, transcript segment} pair. Once a RNA-
Seq read is evaluated against all transcript segments, transcript
segments with maximum similarity are identified, and mem-
ber counts of corresponding classes are updated accordingly.
Once all reads are processed, member counts suffice to com-
pute abundance.
Algorithm 1 summarizes CRAM-Seq’s processing steps.

For each read, the for loop (lines 7-10) counts the number of
common k-mers with each transcript segment by performing
bit-wise comparisons, and a sequence of bit-wise additions,
i.e., pop(ulation)_count. Then, for each read, SimClass func-
tion (Algorithm 2) returns the transcript indices with maxi-
mum similarity score (line 11). The list of indices (stored in
sclass) serves as the ID of the similarity class of the read cur-
rently being processed. If this class hasn’t been encountered
before, it is recorded as a new entry in SCT, an array of key-
value stores with key = class ID, value = member count.
Finally, the corresponding member count in SCT is incre-
mented by 1 (line 15). The MAX operation in Algorithm 2
(line 2) returns all transcript segment indices with the maxi-
mum score. All such segment indices are used to access a
look-up-table (LUT) that stores the mapping between the
segment and transcript indices, to extract the corresponding
transcript indices (line 6).

Algorithm 1. CRAM-Seq algorithm

1: // Number of transcripts: T
2: // Number of transcript segment bit-vectors: S (S > > T)
3: // Number of RNA-Seq read bit-vectors: N (for N reads)
4: Initialize entries of Similarity Class Table SCT to 0
5: Initialize entries of count array (of size S) to 0
6: for all R in N do
7: for all t in S do
8: MS = R & t //MS: Match String
9: count[t] = pop_count(MS)
10: end for
11: sclass = SimClass(count)
12: if !(sclass in SCT) then
13: Create class entry in SCT and return sclass
14: end if
15: SCT[sclass] += 1
16: end for

Finally, after all reads are processed, the class information
from SCT feeds the EM algorithm to quantify the abundance
of the transcripts. All operations in Algorithm 1 and (except
for LUT accesses) Algorithm 2 – AND, pop_count, MAX,

class ID check and member count increment – are highly par-
allel bit-wise operations, hence can effectively be mapped to
CRAM.

Algorithm 2. SimClass(count)

1: Initialize transcript_indices array
2: index_list = MAX(count) // List of all segment indices

with maximum score
3: for all E in index_list do
4: transcript_indices.append(LUT[E])
5: end for
6: return transcript_indices

C. BUILDING BLOCKS

For the AND gate to perform bit-wise comparison, the corre-
sponding bits of the transcript segment and RNA-Seq read
bit-vectors act as inputs (stored in the same column of a
CRAM tile). Table 1 provides the truth table. Vgate is selected
such that I11 does not exceed Icrit, while I00, and I01 ¼ I10 do,
so that Out would switch from its preset value of 1 to 0, for
all input combinations but 11. Logic OR can be configured
similarly with preset 1 and specific Vgate.
Bit-wise addition of 1 s inMatch String (pop_count in Algo-

rithm 1) is performed by a sequence of MAJ(ority)-3, MAJ
(ority)-5 and INV(erter) operations: Co = MAJ(In1; In2;Ci); S1
= S2 = INV(Co); Sum = MAJ(In1; In2;Ci; S1; S2). In1 and In2
represent the augend and addend, respectively; Ci, the initial
carry input (¼ 0). Steps- 2 and 3 are fused together by a 2-out-
put INV gate. The operation principle of these gates is no differ-
ent than any other bit-wise logic operation, except for the
combination of the specific preset and Vgate.

D. HIGH LEVEL ARCHITECTURE

Figure 7 (a-c) show the functional blocks necessary for execut-
ing Algorithm 1 and Algorithm 2. CRAM-Seq is comprised of
three top-level modules, namely vector transformation unit
(VTU), similarity class unit (SCU) and a collection of core
computational units, termed processing elements (PE). A given
set of transcripts are segmented and transformed into corre-
sponding bit-vectors in VTU (cost of which is amortized over
multiple iterations of quantification with millions of reads), and
mapped to PEs before (global controller orchestrated) compu-
tations take place. After a RNA-Seq read arrives at CRAM-Seq
from the host, the read is first transformed in VTU into the cor-
responding bit-vector, and mapped to all PEs to compute the
similarity scores between that read and all pre-stored transcript
segments. Through a sequence of in-situ logic and arithmetic
operations, the similarity scores are computed and sifted
through to derive the similarity class statistics for that particular
read. SCU stores and updates the statistics, and sends the statis-
tics back to the host once all reads are processed.
Vector Transformation Unit (VTU): This unit is respon-

sible for receiving the data, e.g., RNA-Seq reads from the
host, and for generating the corresponding bit-vectors. The
k-mer length used by VTU is the same as what is used in the

TABLE 1. 2-Input and Truth Table (Out Preset = 1).

In1 In2 Out Iout ¼ I1 þ I2

0 (Rlow) 0 (Rlow) 0 I00 � Icrit
0 (Rlow) 1 (Rhigh) 0 I01 � Icrit
1 (Rhigh) 0 (Rlow) 0 I10 ¼ I01 � Icrit
1 (Rhigh) 1 (Rhigh) 1 I11 < Icrit
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transformation of the transcript segments in order to make
all bit-vectors to have the same length for bit-wise compari-
sons. Figure 8 illustrates the transformation operation per-
formed by the VTU. The bit-vector in VTU is a collection
of data-latches that can be SET(RESET) to logic 1(0). At
the beginning of the VTU operation, the bit-vector is initial-
ized to all logic 0 s. Transformation of a RNA-Seq read
(/transcript segment) entails SET-ting individual bit-loca-
tions on that bit-vector where each bit-location corresponds
to a unique k-mer along that read (k-mers are considered
overlapping). k-mers in a RNA-Seq read, in 2-bit encoded
format, represent overlapping groups of 2 k bits. In
Figure 8, the group of 10-bits represents the first 5-mer,
ATAGC, in a RNA-Seq read, ATAGCTGAC. The second k-
mer, TAGCT, refers to the subsequent group of 10-bits–
skipping the first two bits (i.e., one character). The group of
bits refers to the location of the bit in the bit-vector that
would be SET. This process is repeated for all k-mers in
that read. Once all overlapping k-mers are processed, i.e.,
all corresponding bit locations on the bit-vector are SET,
the transformation is complete, and VTU notifies the global
controller. As soon as the PEs are done processing the pre-
vious read, the global controller writes the transposed read
bit-vector to PE(s) through the standard write mechanism

(Section II-D). Such pipelined operation hides the latency
incurred by VTU.
Processing Elements (PE) are the core computational

units, which are responsible for performing computations
with CRAM tiles. Each PE consists of a number of connected
CRAM tiles. The number of columns in a PE is the number of
columns in any PE tile, whereas the number of rows in a PE is
the sum of all rows of all tiles in that PE. Figure 7(c) shows
the internal details of the tile, the basic building block of each
PE. Each tile is a 2D array of SHE-MTJ cells, capable of per-
forming bit-wise universal logic operations on the stored data.
Tile connectivity: The tiles are connected through an

array of switches (i.e., transistors) that are controlled by the
corresponding PE controller, which column-wise connects
the LL(s) of adjacent tiles (Figure 7(b)). When switches are
OFF, LL(s) across adjacent tiles are effectively disconnected,
hence the tiles can compute in parallel, using individual LL
(s) in each tile. However, when turned ON, the switches
effectively connect LLs across tiles and along PE columns.
Therefore, logic operations such as COPY can be performed
along columns across the boundary between adjacent tiles.
The ON resistance of transistors is much lower than that of
SHE-MTJ cells, which makes the overhead of transistor
based connection between two LLs across tiles negligible.
This control over computation across tiles enables us to
exploit tile-level parallelism efficiently.

E. DATA LAYOUT

As shown in Figure 9, each PE column is organized in four
compartments: transcript segment and RNA-Seq read bit-
vectors, result (for storing Match String and similarity score)
and scratch bits (to store intermediate data during computa-
tion). To exploit tile-level parallelism within a PE, a tran-
script segment bit-vector is divided into a number (equal to
the number of tiles in a PE) of smaller sub-vectors and conse-
cutive sub-vectors are stored in consecutive tiles in a PE col-
umn. Same applies for read bit-vectors. To summarize, a PE
column stores the (transcript segment and read) bit-vectors as
a whole, spread across all tiles in that PE.FIGURE 8. Vector transformation unit (VTU).

FIGURE 7. High-level architecture of CRAM-Seq.
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F. PE OPERATIONS

Next, we describe the sequence of computational steps
within a PE, as captured by Figure 10 considering all tiles in
the PE. Each step (e.g., St1) shows a snapshot of the PE state
after a sequence of CRAM logic operations are completed.
Note that, for ease of illustration and explanation, rows and
columns are transposed. This figure illustrates how (tran-
script segment and read) bit-vectors, T1–T4 and R1, are
mapped to a PE, and how the corresponding similarity scores
are generated. Initially at step St0, the transcript segment bit-
vectors are stored in the PE: each such bit-vector is divided
into equal length sub-vectors with adjacent tiles storing con-
secutive sub-vectors. For instance, the transcript segment bit-
vector, T1, is divided into 4 equal length sub-vectors T1.0–
T1.3 and stored in row-0 of tile-0 – tile-3. Each row of each

tile contains one sub-vector of a transcript segment bit-vec-
tor. The read bit-vector (of same length) is mapped in the
same way and written to rows of each tile. All rows in a tile
contain the same read sub-vector (e.g., R1:0 in tile-0, R1:1 in
tile-1 and so on).
In step St1, partial Match String, MX.Y, is produced

through bit-wise AND operations between the stored tran-
script segment sub-vectors (TX.Y) and RNA-Seq read sub-
vectors (R1.Y), e.g.,M1:0 represents the partialMatch String
between T1:0 and R1:0. The Match String, MX, which is the
output of AND operations between T1 and R1, is the concate-
nation of MX.Y, e.g., M1 ¼ {M1.0, M1.1, M1.2, M1.3}.
Subsequent steps compute the number of 1’s in MX. Recall
that each row of the PE tiles contains partial Match strings.
Specifically, tile-Y computes a partial count of 1’s in MX.Y at
step St2. E.g., tile-0 computes number of 1’s in M1.0 through
M4.0, in a row parallel fashion. The result is partial similarity
scores (e.g., S1.0-S4.0 in tile-0), where S1.0-S1.3 represent
the partial scores of the final score S1. To compute the total
counts of 1’s (i.e., the final similarity score) in individual
Match Strings, these partial similarity scores in different tiles
need to be reduced to single similarity score.
To this end, partial scores are transferred to the adjacent

tile(s) at step St3, to perform binary (i.e., ripple-carry) addi-
tion between partial scores (i.e., a sequence of standard bit-
wise additions starting from the least significant bits). E.g.,
S1.0-S4.0 from tile-0 are transferred to tile-1, in correspond-
ing rows. Similar transfers from tile-3 to tile-2 are conducted
simultaneously. Step St4 (not shown explicitly) performs
another round of bit-wise addition between the partial scores,
in tile-1 and tile-2 simultaneously. Step St5 again transfers
partial outputs of the binary additions from tile-1 to tile-2. A
final step of binary addition, at Step St6, produces the final
similarity scores in tile-2, S1-S4 (shown in green).

FIGURE 9. PE data layout in CRAM-Seq.

FIGURE 10. Sequence of computational steps within a PE (rows and columns are transposed).
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With the PE configuration shown in Figure 10, a bit-vector
length of 128-bits would be representative, spread across 4
tiles, with each row storing 32-bits of transcript segment bit-
vector each (Section IV). Not shown in the figure (to simplify
illustration) are scratch bits in each row which are preset
accordingly before computation starts, and peripheral over-
head. In this case, Step St1 encapsulates 32 AND operations.
The outputs of the bit-wise (reduction) addition of Match
String in each tile are available at Step St2, after having per-
formed a total of 139 more CRAM logic operations. The
copy operations on the 6-bit (bit-wise reduction addition)
outputs between adjacent tiles are completed at step St3, after
performing 6 more CRAM operations. The first round of
binary additions on partial reduction outputs are completed
at St4, after performing 18 more CRAM operations. The sub-
sequent copy at Step St5 encapsulates 7 more operations. The
final 8-bit similarity score is available after performing 21
more CRAM operations at St6, i.e., after completing 7-bit
binary additions at each row.

G. CLASS EXTRACTION

Class extraction corresponds toMAX function in Algorithm 2.
This is achieved in two steps: (i) finding the transcript seg-
ment(s) with maximum similarity score, i.e., PE columns
with the maximum score (across all PEs, simultaneously);
and (ii) finding out the transcript indices of the segment(s)
identified in step (i). In hardware, this is achieved through
the use of sense amplifiers (SA) present in PE tiles. Figure 11
shows the basic idea: The tile in the figure holds the final
scores along columns, in binary form, between a RNA-Seq
read and all transcript segments in the corresponding PE. To
find the maximum of two or more such binary values, we
simply perform bit-wise comparison starting from the most
significant bit (MSB) position. As an example, the tile in
Figure 11 stores similarity scores {0112 (310), 1102 (610),...,
0102 (210)}.
In each PE, each column of one specific tile (which keeps

the multi-bit end outcomes, e.g., tile 2 from Figure 10) needs

to be scanned (at one bit position at a time, from MSB to
LSB positions, across all PEs simultaneously), using the cor-
responding SAs. Prior to reading out the column bits at the
MSB position, PE controller sets the RESET feeding the
input of the D-FlipFlop (D-FF), which in turn enables (via
EN) all participating SAs in all PEs. In the first round of com-
parison, the bits at the MSB position in all columns are read
out simultaneously. If at least one bit is 1, all read-out values
are stored in the corresponding D-FFs. This in turn enables
only the columns (i.e., SA) with logic 1 at the MSB position
to participate in the next round of comparison at the next bit
position. However, if all values are 0, the sensed data is not
stored and all participating SAs remain enabled for the next
round. A transistor array pulled-up by a resistor, as shown in
Figure 12, generates a HIGH on DETECT when all SENSE
lines are LOW; SENSE lines are connected to gates of indi-
vidual transistors. A logic LOW on DETECT is required to
store the read-out values in the D-FFs. This self-filtering pro-
cess continues until the final round (reaching the LSB), when
the PE controller sets DONE. Thereby the global controller
gets either the read-out value (SENSE) OR the content of D-
FF corresponding to column(s) with the maximum value
only, i.e., columns that survived until the last round. Each
column, i.e., transcript segment is connected to a distinct
memory address in a lookup table (LUT) that stores the cor-
responding transcript index. Only the columns with maxi-
mum score determine which LUT address(es) to access. The
area overhead of additional logic (for MAX operation and all
logic 0 detection) is insignificant (only one tile per PE is
involved in these operations) compared to a SOT(SHE)-
MRAM substrate of similar size.

H. SIMILARITY CLASS UNIT (SCU)

SCU keeps track of similarity class information. The {class
ID, member count} values are stored in Similarity Class IDs
and Similarity Class Counts modules respectively. Figure 13
illustrates the process. Similarity Class IDs and Similarity
Class Counts are collections of CRAM tiles (similar to PE),
which have the same number of columns. For each entry
(i.e., column) in Similarity Class IDs, there is a correspond-
ing entry in Similarity Class Counts that stores and updates
the member count of that class. SCU controller receives the
transcript indices (which form a similarity class) from LUT
(in global controller) for a RNA-Seq read, such as {25, 91}
in Figure 13. Each similarity class is represented by an ID
bit-vector of length equal to the total number of transcripts
stored, where transcripts in a class are marked by setting the
corresponding bits to 1. This ID bit-vector is used to check if

FIGURE 11. In-Memory MAX operation on similarity scores.

FIGURE 12. Transistor array to detect logic 0 on all SENSE lines.

FIGURE 13. Similarity class store and update.

2062 VOLUME 10, NO. 4, OCT.-DEC. 2022

Chowdhury et al.: CRAM-SEQ: ACCELERATING RNA-SEQ ABUNDANCE QUANTIFICATION USING COMPUTATIONAL RAM

Authorized licensed use limited to: University of Minnesota. Downloaded on October 09,2023 at 19:30:44 UTC from IEEE Xplore.  Restrictions apply. 



a class already exists in similarity class IDs module through
bit-wise AND operations with the stored ID bit-vectors, fol-
lowed by bit-wise OR operations to reduce the outcome to 0
or 1: If 0, no such class exists. A new similarity class is cre-
ated by storing that ID bit-vector in Similarity Class IDs, and
incrementing the corresponding entry in Similarity Class
Counts by 1 through in-situ bit-wise addition. Otherwise, the
corresponding entry in Similarity Class Counts is incre-
mented by 1. An alternative approach with lower compute
(i.e., lower latency and energy) and memory requirements, to
distinguish between similarity classes with common subset
of transcripts more efficiently, uses ID bit-vector as a bit-
mask to selectively perform bit-wise reduction AND on the
bits in a stored ID bit-vector. The remaining bits are also
reduced using bit-wise OR, followed by an INV. Finally, per-
forming AND on the outputs from both reduction steps
reveals (0/1) whether the ID bit-vector already exists in simi-
larity class IDs module.
Optimized encoding for class IDs using an advanced hash-

ing algorithm can reduce SCU energy consumption by reduc-
ing #bits to store class IDs. This would not only simplify the
underlying computations but also translate into more room
for transcript(-segment)s per chip. Algorithm 3 shows an
example, where class IDs are derived from the higher-order
bits of transcript indices only through shift-left and bit-wise
XOR operations (performed by SCU controller). The number
of higher-order bits and shift-left operations depend on the
maximum number of transcripts a class can hold.

Algorithm 3. Optimized hash

1: Tmax: maximum #transcripts per class
2: Nbits: #higher-order bits in a transcript index
3: Transcriptindex ¼ f100; 157; 852; 223; . . .g// list of

transcript indices
4: MBL: // maximum length of a transcript index, in bits
5: hash val ¼ 0 // to store final hash value
6: for i in range(Tmax) do
7: hash val¼ hash val� Transcriptindex½i�½MBL : MBL� Nbits�;
8: hash val < < 1
9: end for
10: return hash val

I. PIPELINE STAGES

Figure 14 illustrates the life-cycle of RNA-Seq reads in the
CRAM-Seq pipeline. A read flows through three functional
blocks, each constituting a pipeline stage: VTU, PE+MAX
and SCU. The VTU can operate on the next read while PEs
process the previous one. However, PEs cannot start process-
ing the next read until the maximum similarity score for the

current read is calculated and sent to the SCU. Therefore
MAX has to immediately follow PE operations, and together
they form the longest latency pipeline stage, PE+MAX.
Once the PE+MAX stage is done, the SCU begins immedi-
ately, and overlaps with the VTU and PE+MAX stages oper-
ating on subsequent reads. Once all reads are processed (i.e.,
exit the pipeline), the SCU transfers the final class informa-
tion to the host where the next step of quantification (i.e.,
EM algorithm) runs.

J. SYSTEM INTEGRATION

CRAM-Seq connects to the host through the standard mem-
ory interface. As an accelerator substrate, CRAM-Seq does
not share the virtual memory space with the host. Data (i.e.,
RNA-Seq reads) stream into the accelerator from the main
memory for pseudo-alignment. Once CRAM-Seq computa-
tions finish, the similarity class information is sent back to
the host which continues with the EM algorithm. Since no
fine-grain control over CRAM-Seq operations is necessary,
the programming interface involves instructions for sending
and receiving data to/from CRAM-Seq only.

K. MULTI-CHIP DESIGN

The number of transcript segments in a dataset may exceed
the storage capacity of a single CRAM-Seq chip, necessitat-
ing deployment of multiple chips. Figure 15 illustrates a
scale-out system with M CRAM-Seq chips. In this case, the
total number of transcript segments in the dataset is divided
into chunks and each chunk is assigned to a separate chip, as
shown in Figure 15(a). Each CRAM-Seq chip stores only the
class information corresponding to the chunk of transcripts it
is responsible for. The throughput is maintained across all
chips in the system due to weak scaling (i.e., addition of
more PEs across multiple CRAM-Seq chips).
As each bit-vector corresponding to a RNA-Seq read is

processed by all chips in parallel, there is no need for a sepa-
rate VTU in each CRAM-Seq chip. Sharing the VTU
between multiple chips increases area efficiency, leaving
more room for actual computation units (i.e., PEs) in the
same chip area, or alternatively resulting in smaller chips for
the same PE count. As the amount of memory required per

FIGURE 14. Pipeline stages in CRAM-Seq.

FIGURE 15. Scale-out system of CRAM-Seq chips.
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chip depends on the number of transcript(segment)s stored,
and all chips in the scale-out design can store the same num-
ber of transcript(segment)s, the scale-out design is as mem-
ory efficient as a single CRAM-Seq chip.
On the other hand, the energy consumption of the scale-

out design is by construction higher due to the higher number
of pseudo-alignments per read. While exploiting read charac-
teristics (such as the number of unique k-mers) to assign
reads only to a subset of chips for pseudo-alignment may
reduce the number of pseudo-alignments, a more effective
solution is combining such read scheduling with clustering
of transcript(segment)s into partitions (as shown in Figure 16
(a)) based on the pair-wise similarity between the transcripts
in the dataset [32], where each transcript partition is uniquely
identified by k-mer(s), called sig-mer(s). This partitioning of
the transcriptome is based on the following observation: For
typical datasets, the bit-wise ANDs between the transcript
segment bit-vectors and a given read bit-vector tend to gener-
ate a non-sparse output only for a specific subset of tran-
scripts. Therefore, confining the quantification within such
subset of transcripts on a per read basis can cut the number
of unnecessary pseudo-alignment computations significantly.
Assigning each such partition to a cluster of CRAM-Seq
chips and confining the pseudo-alignment of the reads to the
chips in that cluster with the respective partitions only would
be especially useful.
Transcript partitioning and subsequent mapping to chips

are done only once (before storing the transcripts in CRAM-
Seq chips) and therefore, the overhead of such pre-process-
ing is amortized over many iteration of quantification with
millions of reads in each iteration. In this case, successive
transcripts can go into non-adjacent partitions (e.g., partition-
0: {T0,T11,T526...}, partition-1: {T1,T2,T87,T901...},...).
This does not have any impact on quantification since each
chip keeps track of its transcripts using the original transcript
indices within the transcript dataset.
Since a partition of transcripts can have a different #tran-

script(segment)s than another, a large partition might require
more than one CRAM-Seq chip to be stored. In the scale-out
design, we pack most similar transcripts forming a partition
in a single cluster of chips (where #chips in a cluster � 1),
and schedule reads with the same similarity signature as the
partition to the corresponding cluster, thereby confining the
processing of each read to a single cluster. Such clusters of

chips are logical clusters where all chips within one (logical)
cluster receive the same read for pseudo-alignment. If the
transcript database and the corresponding partitions are
changed, then simply updating the partition information in
the read scheduler would suffice. Depending on the dataset,
multiple partitions may reside in the same chip cluster, as
well. Even then, the energy consumption per read wouldn’t
exceed the energy consumed in the cluster with maximum
number of CRAM-Seq chips, as opposed to brute-force
pseudo-alignment involving all chips in the system on a per
read basis.
Cluster workload balance: As the entire pool of reads is

available for quantification at once, groups of reads from the
pool are considered for scheduling simultaneously (and in
any order), and placed on a queue of length X in the read
scheduler (X > #chip clusters). The sig-mer(s) of the tran-
script partitions stored by all chips are known to the read
scheduler, and are used to select a particular cluster of chips
for a read, from these X reads, based on the presence of the
sig-mer(s) within that read. The k for sig-mers can be greater
than the k used in PEs, for fine-grain partitioning of tran-
scripts. The read scheduler, feeding from the RNA-Seq read
pool, thereby can schedule different reads to different chip
clusters, effectively increasing the throughput by a factor of
M ¼ #chip clusters. Only the scheduled reads are removed
from the queue (and the read pool), and the rest of the queue is
filled up by reads from the pool, for the next scheduling cycle.
With a practical (randomized) read pool and large enough X,
it is highly likely that, within that window of X reads, distinct
RNA-Seq reads would be scheduled to most (if not all) of the
chip clusters, maximizing the utilization of the chip clusters.
The hardware overhead (e.g., memory, logic) of the read
scheduler is determined by X. Figure 16(b) illustrates the idea.
Partitioning of the transcript dataset (i.e., transcriptome) along
with selective scheduling enable ideal performance scaling
without compromising energy efficiency.

IV. EVALUATION SETUP

To model a PE, a step-accurate simulator is used where each
step corresponds to a logic function such as AND. Latency and
energy for sense-amplifier based MAX operation, transistors
and VTU are derived from HSPICE estimates. Peripheral over-
heads associated with PE are obtained from NVSIM [9],
including parasitic effects. All estimates use 22 nm technology

FIGURE 16. (a) Transcriptome partitioning and mapping to CRAM-Seq chip clusters; (b) read scheduling to clusters of chips.
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node. SHE-MTJ specific parameters come from [12], [20].
Latency and energy for CRAM logic functions are extracted
from equivalent circuits as shown in Figure 4(c). Table 2 pro-
vides technology parameters.
PE specifics: Each tile is 128� 128 that ensures signal

integrity (both within the tile and across tiles in a PE), and
enough tile-level parallelism while keeping the peripheral cir-
cuit overheads moderate. Each PE incorporates 32 tiles. Note
that the number of PEs required is determined by the total
number of transcript segments, therefore, the total number of
PEs required may vary across different datasets even with the
same number of transcripts. For simplicity we keep the tran-
scripts in transcript datasets of particular sizes unchanged.
Chip size: Since each 2T(ransistor)1M(agnet) SHE-MTJ

cell consumes	2� area of a 1T1M STT-MTJ cell (where the
number of transistors used dominates the cell area), we
assume a maximum chip size of 64MB, considering the maxi-
mum STT-MRAM chip size available commercially [10].
This chip size estimate is conservative based on the current
state of SHE-MTJ technology, which is expected to improve
as the technology matures.
Problem datasets: Table 3 lists the problem sizes used in

the evaluation. To eliminate selection bias, for a dataset of M
transcripts, the first M transcripts are taken from [13] (the
nucleotide sequences of all transcripts in the reference chro-
mosomes in a human) with lengths � 100bp (read length).
Transcript segments are selected to be maximum 200 bp
long (with 100 bp overlap between successive segments).
CRAM-Seq in this implementation uses 5-mers, i.e., 1024-
bit vectors that ensure a sparse representation of transcript
segments and RNA-Seq reads (unlike 4-mer) without a big
memory footprint (unlike 6-mer). The number of RNA-Seq

reads in read datasets is selected in proportion to the number
of transcript segments in the transcript datasets. 5 read data-
sets from each transcript dataset are generated, by randomly
sampling 100-bp long sub-sequences from the transcripts.
Then, noise is added to the reads, assuming a single substitu-
tion rate of 0.13% and insertion/deletion error rates of 0.01%
to imitate practical Illumina sequencing platforms. The maxi-
mum number of similarity classes supported by CRAM-Seq
for different problem datasets is derived by profiling the
datasets.
Baseline for comparison: We use Kallisto [4], the state-

of-the-art abundance quantification software which outper-
forms popular (exact and pseudo-alignment based) quantifi-
cation approaches in terms of runtime and accuracy, and is
widely adopted in stand-alone, as well as cloud based quanti-
fication [17], [18]. Kallisto uses a pre-generated colored de
Bruijn graph (DBG) of k-mers present in the transcripts for
similarity class detection, and EM algorithm for quantifica-
tion. Note that, the graph structure in Kallisto is based on the
order of the k-mers in transcripts, and the accuracy of quanti-
fication depends on storing this order information correctly.
Therefore, Kallisto is significantly sensitive to k-mer length
and their relative orders, unlike CRAM-Seq. There is no
standard GPU baseline for abundance quantification, and
alignment accelerators which map reads to (several orders of
magnitude) longer references do not qualify as baselines
without changing the designs to introduce problem-specific
data structures. Since CRAM-Seq accelerates the pseudo-
alignment part of quantification, for a fair comparison, we
profile only the pseudo-alignment routine in Kallisto with 8
threads on an Intel i9-9900 system. Table 4 lists the pseudo-
alignment throughput values derived from profiling. Note
that, these values depend on: i) #transcripts, ii) the similarity
among (and length of) these transcripts, and iii) the reads. To
maximize the throughput of Kallisto, a cache-friendly read
file organization (non-randomized, reads from a transcript
are placed together) is used. The energy consumption of Kal-
listo is derived by feeding Kallisto’s dynamic instruction mix
to an optimistic energy model based on [15], [27].
Evaluation metrics: We characterize the performance of

CRAM-Seq in terms of throughput in KSeq(uences)/s(econd)
and energy efficiency in KSeq/s/mJ, and normalize to those
of Kallisto. The accuracy of (per transcript) abundance esti-
mates is calculated as the absolute difference between the

TABLE 2. Technology Parameters.

Parameters Value

MTJ Type Interfacial PMTJ
MTJ Diameter (nm) 10
TMR (%) 100
RA Product (Vmm2) 20
Critical Current Icrit (mA) 3.0 (SHE Channel)
Switching Latency (ns) 1
RP, RAP (KV) 253.97, 507.94
RSHE, Rtrans: (KV) 64,1

TABLE 3. Problem Sizes Evaluated.

#Transcripts #Segments #PE #Reads (�106) #Sim. Class

100 931 8 0.2 1000
200 2091 17 0.45 2000
400 4724 37 1.01 6000
800 10691 84 2.3 13000
1000 (default) 14687 115 3.2 17000
3000 46065 360 10.0 34000
5000 78144 611 17.1 60000
8000 123185 963 27.0 80000

TABLE 4. Kallisto Throughput (KSeq/s).

#Transcripts Throughput

100 566.44
200 663.86
400 839.67
800 669.11
1000 653.29
3000 647.01
5000 622.57
8000 620.87
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known abundance of the synthetic read datasets and the
reported estimates (by CRAM-Seq and Kallisto), and
expressed as a percentage of the known abundance (i.e., rela-
tive error). Although, both mean and median (of the) relative
errors are used to evaluate the overall accuracy of quantifica-
tion, unless otherwise specified, mean relative error is the
default accuracy metric.

V. EVALUATION

A. PERFORMANCE ANALYSIS

Figure 17(a) illustrates the improvement in throughput exhib-
ited by CRAM-Seq, over Kallisto, with 1000 transcripts. The
unoptimized column represents the naive design, without any
optimization, as explained in Section III. The corresponding
improvement in energy efficiency, over Kallisto, is shown in
Figure 17(b). Even with an unoptimized design, CRAM-Seq
outperforms Kallisto on both throughput (1:4�) and energy
efficiency (	54�) fronts. The throughput of CRAM-Seq is
determined by the PE latency and the class extraction (MAX)
where PE operations make up for 	98% of the total latency,
as shown in Figure 18(a). The VTU and SCU components are
hidden (pipelined) and have lower latency in comparison.
Figure 18(b) captures the relative contributions to energy of
PE (including MAX) and SCU operations (share of the VTU
is negligibly small) consuming >99% of total CRAM-Seq
energy.
To improve the throughput of CRAM-Seq, we examine

optimization opportunities in PE operations since PE opera-
tions dominate the latency of the CRAM-Seq pipeline stages.
Breakdowns of unoptimized PE latency and energy, illus-
trated in Figure 19(s) (a) and (b), respectively, reveals
that PE latency is dominated by the preset (	50% of total

and 	1:5� of compute since 2-output INV logic requires 2�
more preset per logic operation), an enabler step to perform
the actual computations, while the actual computations, e.g.,
AND operations, consume a mere one-third of the total. The
presets in the unoptimized design are performed in a sequen-
tial manner right before a logic operation, although in multi-
ple columns at the same time. Luckily, gang-presets are
possible (where target output cells in multiple rows and mul-
tiple columns are preset at the same time) due to the low pre-
set energy, coupled with separate read and write paths of
SHE-MTJ cells that translate into a peak current draw of 	12
mA per tile. This optimization reduces the share of the preset
latency in overall PE latency by >95%, as illustrated in
Figure 19(c). The corresponding change in throughput is
reflected in the optimized column (Figure 17(a)) that shows
>3� throughput improvement over the baseline, i.e., a
	130% increase in throughput over the unoptimized design.
Since the total number of presets (and the corresponding
energy) in the optimized design is unchanged, the improve-
ment over unoptimized design in terms of the energy effi-
ciency is similar to that of the throughput, as observed in
Figure 17(b). These improvements clearly demonstrate the
benefits of data communication reduction (vs. Kallisto), and
efficient in-situ computation in CRAM-Seq.

B. SCALABILITY

Performance scaling within a single chip: Figure 20 illus-
trates how CRAM-Seq performance scales with the increas-
ing number of transcripts per CRAM-Seq chip. Throughput
remains stable as more transcript segments are processed by
(i.e., more PEs are added to) CRAM-Seq. Such weak scaling
reduces the energy efficiency improvement which decreases
linearly with growing #transcripts. Energy for class ID check
increases quickly with higher number of transcripts (e.g.,
	20% of the total energy with 3000 transcripts) due to the

FIGURE 17. CRAM-Seq (a) throughput and (b) energy efficiency.

FIGURE 18. CRAM-Seq (a) latency and (b) energy breakdown.

FIGURE 19. (a) Latency and (b) energy breakdowns for unoptimized PE; (c) Latency breakdown for optimized PE.
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naive one-hot encoding of class IDs. Even then, with 3000
transcripts (maximum number of segments that fits on chip)
CRAM-Seq still provides >30X improvement in energy
efficiency over the baseline.
The opt hash bars in Figure 20 capture the impact of opti-

mized hashing (Algorithm 3). Optimized hashing makes the
energy efficiency scale better (vs. the naive one-hot encod-
ing) due to the lower #bits to encode the class ID, which
reduces the energy consumption in the SCU. Moreover, opti-
mized hashing itself scales better as the number of transcripts
per chip increases. The maximum number of transcripts per
chip also improves due to the more compact representation
of class ID, as we will detail next. That all said, hashing in
this context still has room for improvement (e.g., a hashing
algorithm that converts a set of transcript indices to a unique
value in a fixed 64-bit number space).
Memory scaling: The memory sizes for CRAM-Seq (and

the baseline) with varying number of transcripts are shown
in Figure 21. For Kallisto, only the memory required for
transcript index file is considered– to favor the baseline.
PEs in CRAM-Seq, which store the transcript segments,
require less memory than Kallisto (with default 31-mer) for
all datasets, making CRAM-Seq more memory efficient for
transcript storage even though CRAM-Seq stores multiple
segments for each transcript. The contribution of LUT in
system size is negligible. However, the class information
storage in SCU increases quickly and with >3000 tran-
scripts, total CRAM-Seq storage (	60 MB) exceeds the
Kallisto transcript index file size due to inefficient encoding
of similarity class IDs. Optimized hashing (Algorithm 3)

reduces memory overhead of SCU significantly, as shown
in Figure 22. With optimized hashing, more (up to 5000)
transcripts (i.e., more PEs) fit on a single chip, at the same
time, SCU energy reduces accordingly. Hence, the total
memory requirement still remains less than Kallisto’s.
This trend holds in a system of multiple CRAM-Seq
chips, as well.
Performance scaling across multiple chips: Figure 23

captures the impact of scaling out a system of CRAM-Seq
chips, following the methodology from Section III-K, to han-
dle larger transcriptomes. In this case, we assume the same
number of PEs in each CRAM-Seq chip (corresponding to
the 5 K transcript dataset). We experiment with transcrip-
tomes of 10 K and 20 K. The read scheduler considers
10 (=X) reads at a time and tries to schedule one distinct read
to each cluster of chips where the most similar transcripts
partition to the read resides. As Figure 23 suggests, the mean
throughput keeps improving with the increasing number of
transcripts in the dataset. The theoretical peak throughput is
limited by a factor equal to #clusters of chips in the system
(¼3 for 10 K and 4 for 20 K), whereas the minimum through-
put is equal to that of a single CRAM-Seq chip. The energy
efficiency remains stable due to balancing between increas-
ing energy consumption and improvement in throughput. It
is possible to further improve the energy efficiency by opti-
mizing partitioning of transcripts (i.e., changing similarity
threshold [32])–to minimize the partition sizes and conse-
quently, have smaller cluster of chips to avoid unnecessary
computation within a cluster.

FIGURE 21. Memory required for CRAM-Seq and Kallisto.

FIGURE 22. Memory required for CRAM-Seq with optimized hash.

FIGURE 23. Throughput and energy efficiency of a system of

CRAM-Seq chips.

FIGURE 20. Performance scaling of CRAM-Seq.
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C. ACCURACY ANALYSIS

Figure 24 shows the trend in accuracy, i.e., mean % (relative)
error in quantification for all datasets, up to 3000 transcripts
(i.e., the single chip limit with naive SCU encoding scheme).
The error reported by both Kallisto and CRAM-Seq remains
< 10% across all datasets. Although CRAM-Seq utilizes
smaller k-mers than Kallisto, the mean difference between
reported errors is 0.78% (with the maximum reaching
2.61%) across all datasets. The mean relative error metric is
not robust against local outliers (i.e., large difference
between per-transcript actual and the estimated abundance
values), leading to the 	3% loss shown for a few transcript
dataset sizes (0.4 K, 0.8 K, 1 K) in Figure 24. Pearson’s cor-
relation coefficient [3], a more robust metric against local
outliers in capturing correlation between the ground truth
and estimated abundances, is 0.9822633935 for CRAM-Seq,
and 0.9966648441 for Kallisto (for 1 K case). These values
indicate very strong correlations between the actual abun-
dance and the estimates from both CRAM-Seq and Kallisto,
even for the cases showing some sizable difference in accu-
racy – as the Pearson’s coefficient is >0:9 for both CRAM-
Seq and Kallisto, the difference (between these coefficients)
of 0.014 does not bear any significance. Furthermore, with
more robust accuracy metrics such as median relative error,
which provide more insight about the center of the abun-
dance distribution (i.e., objective of abundance quantifica-
tion), the accuracy of CRAM-Seq and Kallisto are very
similar (e.g., 3.9% in CRAM-Seq vs. 4.1% in Kallisto, with
1 K transcripts), as shown in Figure 24. Overall, considering
mean relative error, the accuracy of CRAM-Seq and Kallisto
are nearly identical. Having said that, irrespective of the met-
ric used, the contribution of these infrequent outliers is
expected to be insignificant due to much higher number of
transcripts in practical datasets. The trend in accuracy holds
beyond 3000 transcripts, as well. For 5000 transcripts,
CRAM-Seq experiences 8.07% of mean relative error as
opposed to 8.11% by Kallisto.
Our experiments show that the accuracy of Kallisto with 5-

mers is much worse (>90%) than CRAM-Seq, attributable
to the much smaller (than transcripts) k-mer length used in
building the DBG, where segmented transcripts used in
CRAM-Seq help improve accuracy.

Figure 25 illustrates the impact of k on the accuracy. For
1000 transcripts and respective read datasets, we vary k
and report accuracy. The mean relative error in quantifica-
tion reported by Kallisto is for the default k (=31). For 4-
mers, the number of distinct k-mer patterns are only 256
(not significantly higher than the RNA-Seq read length
assumed), which degrades accuracy and renders a mean
relative error of >10%, about 2X of that of Kallisto. The
accuracy improves significantly as k increases to 5, consid-
ering both mean and median relative error metrics. As
explained in Section III-A, 5-mers result in 1024 distinct
k-mer patterns which is sufficient to correlate reads with
individual transcript(s). However, increasing k in CRAM-
Seq beyond 5 does not improve accuracy by a significant
margin, but decreases throughput and increases energy
consumption (Table 5; with mean relative error). The
improvement in accuracy becomes increasingly smaller
with increasing k due to larger PEs (more CRAM tiles for
each PE to accommodate longer bit-vectors resulting from
longer k-mers, translating into more computation to derive
similarity scores) which also increases the memory foot-
print of CRAM-Seq.

VI. RELATEDWORK

CRAM-Seq is the first to accelerate RNA-Seq abundance
quantification on a PIM substrate. A typical RNA-Seq abun-
dance quantification algorithm entails alignment of each read
from a set of (usually millions of) reads to a large number of
long transcripts, followed by EM which quantifies abundance
using the alignment outcome. CPU based exact alignment is
too time consuming. Many GPU [19] and FPGA based
implementations [2], [11], [23], [26] to accelerate popular
exact sequence alignment algorithms such as Smith-Waterman

FIGURE 25. Variation in CRAM-Seq accuracy with k-mer length.

TABLE 5. Impact of k on Quantification Error, Throughput, Energy

Efficiency andMemory Size (Relative to k=4). d in%.

k d Error d Throughput d Efficiency dMemory

5 �35:42 �6:1 �6:3 þ35:8
6 �50:81 �11:4 �12:0 þ107:4
7 �56:70 �16:2 �16:9 þ179:0
15 �56:72 �41:5 �43:2 þ680:1

FIGURE 24. Accuracy of quantification.
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exist. PIM based exact alignment is also gaining traction
due to potentially higher alignment throughput and lower
energy consumption than both GPU and FPGA. Recent
designs that use SOT-MRAM [1], [7], ReRAM [14], [33]
and conventional technology [5] have reported significant
throughput and energy improvements over GPU based
implementations. However, exact alignment is redundant
for abundance quantification simply because the exact loca-
tion of alignment is not required. Therefore, such PIM
based exact alignment accelerators would result in sizable
latency and energy overhead if employed in the abundance
quantification pipeline. Moreover, unlike typical alignment
accelerators, abundance quantification involves matching
against multiple reference (i.e., transcript) sequences simul-
taneously as opposed to a very long one. To summarize,
PIM-based based alignment accelerators, in principle, can
be deployed to build a RNA-Seq abundance quantification
accelerator using the design principles presented in this
paper. However, such designs cannot be used off-the-shelf
for quantification without design modifications which
would warrant separate end-to-end accelerator designs.
Therefore, such designs are not considered as baselines in
this paper. The pseudo-alignment algorithms such as Kal-
listo [4] and Sailfish [22], on the other hand, rely on order
or frequency of k-mer patterns that are common in both
read and transcripts to quantify abundance. Matataki [21],
another application that utilizes k-mer based approxima-
tion, is highly susceptible to errors in RNA-Seq reads and
therefore limited to large-scale reanalysis, unlike CRAM-Seq
that is impacted minimally by errors in reads due to the use of
small k-mers. While these CPU based software solutions pro-
vide significant speedup over exact alignment based quantifi-
cation, they suffer from significant data movement overhead,
which is addressed by CRAM-Seq effectively.

VII. CONCLUSION

RNA-Seq abundance quantification is an essential tool in
gene expression analysis, useful in many applications such
as differential expression analysis to infer biological function
at the gene/transcript level. As a compute intensive applica-
tion (due to the use of millions of RNA-Seq reads), it suffers
from significant data movement overheads in classical von
Neumann systems. In this paper, we propose computational
RAM (CRAM) as a PIM substrate to accelerate abundance
quantification. The resulting design, CRAM-Seq, performs
the pseudo-alignment steps in CRAM. We demonstrate the
key design challenges and opportunities to achieve a signifi-
cant improvement in throughput and energy efficiency, while
maintaining a similar level of accuracy when compared to
the state-of-the-art RNA-Seq abundance quantification algo-
rithm, Kallisto.
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