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ABSTRACT
Big data applications arememory-intensive, and the cost of bringing
data from the memory to the processor involves large overheads
in energy and processing time. This has driven the push towards
specialized accelerator units that can perform computations close
to where the data is stored. Two approaches have been proposed:
• near-memory computing places computational units at the
periphery of memory for fast data access.
• true in-memory computing uses the memory array to perform
computations through simple reconfigurations.

Although there has been a great deal of recent interest in the
area of in-memory computing, most solutions that are purported to
fall into this class are really near-memory processors that perform
computation near the edge of memory arrays/subarrays rather than
inside it. We discuss a true in-memory computation platform in this
presentation, the Computational Random Access Memory (CRAM).
The CRAM enables this capability by making a small modification
to a standard spintronics-basedmemory array. The CRAM-based ap-
proach is digital, unlike prior analog-like in-memory/near-memory
solutions, which provides more robustness to process variations,
particularly in immature technologies than analog schemes.

Our solution is based on spintronics technology, which is attrac-
tive because of its robustness, high endurance, and its trajectory
towards fast improvement [2, 4]. The outline of the CRAM approach
was first proposed in [3], operating primarily at the technology
level with some expositions at the circuit level. The work was de-
veloped further to show system-level applications and performance
estimations in [1] based on a spin-transfer-torque (STT) magnetic
tunnel junction (MTJ). Next, in [5], a bridge was built between
the two to provide an explicit link between CRAM technology,
circuit implementations, and operation scheduling. Most recently,
in [6], a redesigned CRAM was designed around a new MTJ based
on the spin-Hall effect (SHE), providing greatly improved energy
efficiency.

This talk provides an overview of several years of effort in de-
veloping the CRAM concept and surveys all of these efforts. The
presentation covers alternatives at the technology level, followed by

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
GLSVLSI ’19, May 9–11, 2019, Tysons Corner, VA, USA
© 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-6252-8/19/05. . . $15.00
https://doi.org/10.1145/3299874.3319451

a description of how the in-memory computing array is designed,
using the basic MTJ unit and some switches, to function both as
a memory and a computational unit. This array is then used to
build gates and arithmetic units by appropriately interconnecting
memory cells, allowing high degrees of parallelism. Next, we show
how complex arithmetic operations can be performed through ap-
propriate scheduling (for adders, multipliers, dot products) and
data placement of the operands. Finally, we demonstrate how this
approach can be used to implement sample applications, such as
neuromorphic inference engine and a 2D convolution, presenting
results that benchmark the performance of these CRAMs against
near-memory computation platforms. The performance gains can
be atrributed to (a) highly efficient local processing within the
memory, and (b) high levels of parallelism in rows of the memory.
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